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Abstract. In this paper we investigate canonical number systems over
imaginary quadratic Euclidean domains. We define canonical digit set
in a uniform way. The linear ECNS polynomials are characterized com-
pletely. We prove that for every degree there are infinitely many ECNS
polynomials. As a byproduct we give a sufficient condition that a poly-
nomial being symmetric-CNS.

1. Introduction

Decimal representation of integers goes back to ancient time. The num-

ber 10 is only one out of infinitely many possibilities to be a base of the radix

representation of integers. This concept has far reaching generalizations, see

[1], [5], [14] and the references therein. One of the successful generalizations

is the concept of canonical number system polynomials with integer coeffi-

cients, which will be called in the sequel CNS polynomials. It was introduced

by the first author in [13]. Let P (x) = xd + pd−1x
d−1 + · · · + p0 ∈ Z[x] and

N = {0, 1, . . . , |p0| − 1}. The polynomial P (x) is called CNS if for every

0 6= A(x) ∈ Z[x] there exist h and a0, . . . , ah ∈ N such that

(1.1) A(x) ≡ a0 + a1x+ · · ·+ ahx
h (mod P (x)).

If P (x) is irreducible one gets the concept of canonical number system

in algebraic number fields, which was introduced by B. Kovács [10]. The

canonical number systems were generalized for Gaussian integers by Jacob

and Reveilles [9].

The shift radix systems, SRS, for real vectors were introduced in [1]. Gen-

eralizing SRS, Brunotte, Kirschenhofer and Thuswaldner [4] defined GSRS

for Hermitian vector spaces. Analyzing the last paper we realized that the

CNS concept has a meaningful generalization for Euclidean domains too.

In this paper we will define and investigate a specific canonical number

system over imaginary quadratic Euclidean domains. This set has been cho-

sen because by our knowledge this was the best to generalize the theorems
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defined in the original CNS concept and the symmetric CNS concept, see

[3]. It is clear that defining the Backward division process, cf. Section 4.,

it is necessary that the ring over which the polynomials are defined be Eu-

clidean. However this is not sufficient, because we require the uniqueness

of the remainder. We show (cf. Section 3) that this happens only if for any

r ∈ E with N(r) ≥ 2 there are only finitely many x ∈ E with N(x) < N(r),

i.e. for the ring of integers of the imaginary quadratic fields Q(
√
−d) with

d = 1, 2, 3, 7, 11 (see [8]). In these rings the norm is the square of the usual

absolute value of complex numbers. Thus throughout this text we assume

that Ed denotes one of these rings.

Section 3. defines the canonical digit set and describes its properties over

the mentioned Euclidean domains. The next section describes the ECNS

concept with some of its properties. In Section 5. we characterize com-

pletely the linear ECNS polynomials. The CNS case learns us that similar

characterization result cannot be expected for higher degree polynomials.

However we were able to do a small step for quadratic polynomials, see

Theorem 7. It is not too hard to prove that there exist CNS polynomi-

als of arbitrary degree. In the last section we concentrate to the analogous

question for ECNS polynomials. It turned out that ECNS polynomials with

rational integer coefficients are closely related to polynomials which admit

both CNS and symmetric-CNS properties. Realizing this fact we prove the

first sufficient condition for the symmetric-CNS property, which enables us

to present for any degree infinitely many ECNS polynomials.

2. Basic concepts

Definition 2.1. Let E be an integral domain. The function N : E 7→ N
with the following properties:

• N(a) = 0 for an a ∈ E, if and only if a = 0.

• if a ∈ E and b ∈ E\{0}, then there are q, r ∈ E such that a = bq+ r

and N(r) < N(b)

is called Euclidean function.

Definition 2.2. The integral domain E is called Euclidean domain if it

is endowed with a Euclidean function.
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Remark 2.3. In these notes the following notations will be used:

Q field of rational numbers,
Z ring of integers,
ZF[β] algebraic integers of the extension F[β], where F is a field,
i the imaginary unit

√
−1,

|z| complex absolute value: |z| :=
√
z21 + z22 ,

where z ∈ C, z1, z2 ∈ R, z = z1 + z2i.

Remark 2.4. It was proved by L.E. Dickson [7] and O. Perron [12], see also

Hua [8] (Theorem 15.3), that the ring of integers of an imaginary quadratic

number field Q[
√
−d] is Euclidean iff d ∈ {1, 2, 3, 7, 11}. They will be called

imaginary quadratic Euclidean domains and will be denoted by Ed.
Here the Euclidean function is the absolute value function:

N(z1 + z2i) := |z1 + z2i|2 = z21 + z22 , where z1, z2 ∈ R.

Definition 2.5. Let Ed be a Euclidean domain. Its canonical integer

basis is: {1, ω}, where ω ∈ Ed and

ω :=

{ √
−d , if d ∈ {1, 2},

1+
√
−d

2
, otherwise.

(In the case of d = 1 for ω the imaginary unit i is used.)

For fixed d, the complex numbers 1, ω form a basis of C, as a two dimensional

vector space over R. Thus all z ∈ C can be uniquely written in the form

z = e1+e2ω with e1, e2 ∈ R. This representation will be denoted by (e1, e2)d.

Plainly z ∈ Ed iff e1, e2 ∈ Z. Let the functions Red : C 7→ R and Imd : C 7→
R be defined as:

Red(z) := e1, Imd(z) := e2.

Red(z) and Imd(z) are called the Euclidean real and Euclidean imag-

inary part of z.

Remark 2.6. For all z ∈ C,

Imd(z) =
Im(z)

Im(ω)
,

Red(z) = Re(z)− Im(z)
Re(ω)

Im(ω)
.

Remark 2.7. Let Ed be a Euclidean domain. The norm of the elements

z ∈ Ed is calculated as follows:

If d ∈ {1, 2}, N(z) = N(e1 + e2
√
−d) = e21 + de22, in the other cases N(z) =
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N(e1 + e2
1+
√
−d

2
) = e21 + e1e2 + d+1

4
e22. Thus we get

N(z) =


e21 + e22 , if d = 1,
e21 + 2e22 , if d = 2,
e21 + e1e2 + e22 , if d = 3,
e21 + e1e2 + 2e22 , if d = 7,
e21 + e1e2 + 3e22 , if d = 11.

3. The canonical digit set

Assume that a, b ∈ Ed, b 6= 0. Let E∗d be the set of units in Ed. Let

q, r ∈ Ed be such that a = bq+r andN(r) < N(b). Then a = b(q+ε)+(r−bε)
and a = b(q + εω) + (r − bεω) hold for any ε ∈ E∗d. It is well known that

E∗d =


{±1}, if d = 2, 7, 11;
{±1,±i}, if d = 1;{
±1, ±1±

√
−3

2

}
, if d = 3.

In some cases the remainder r is not uniquely defined, i.e., not only

N(r) < N(b), but also N(r − bε) < N(b) or N(r − bεω) < N(b) holds for

some ε ∈ E∗d. This problem has already arisen in the case of rational integers,

where the uniqueness of the remainder ensures such that the remainder is

assumed to be non-negative. As Ed is a subset of the complex numbers, dif-

ferent solution has to be chosen. In the next definition we propose canonical

digit sets, which depend only on b.

Definition 3.1. Let Ed be a Euclidean domain and 0 6= b ∈ Ed. The set

Dd,b :=

{
z ∈ Ed

∣∣∣∣ |z| < |b| and |z + b| ≥ |b| and − 1

2
≤ Imd

(z
b

)
<

1

2

}
be called the (canonical) digit set for b and b ∈ Ed the base number.

Remark 3.2. In the definition of the digit set there are three conditions.

The first is to make sure that the norm of the digits are smaller than the

norm of the base number. The second is to rule out the numbers which are

”negative” in a sense. The last one is to reach a complete residue system.

Remark 3.3. The assumptions ensure that if b ∈ Z ⊆ Ed then {sgn(b)j | j =

0, . . . , |b| − 1} ⊆ Dd,b.

Remark 3.4. The equation Imd

(
z
b

)
= s defines a line and |z − a| = r

defines a circle on the complex plane, where a ∈ C is the center of the

circle, b ∈ Ed represents the direction vector of the line, r ∈ R is the radius

of the circle and s ∈ R.
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Definition 3.5. For 0 6= b ∈ Ed the set

Vd,b :=

{
z ∈ Ed

∣∣∣∣ −1

2
≤ Imd

(z
b

)
<

1

2

}
is called the real band.

Theorem 3.6. Let 0 6= b ∈ Ed. Then the set Dd,b is a complete residue

system modulo b containing 0. Moreover for any a ∈ Ed there exist q, r ∈ Ed
such that a = bq + r and r ∈ Dd,b, in particular N(r) < N(b).

Proof. As a/b ∈ C there exist u1, u2 ∈ R such that a
b

= u1 + u2ω. Write

ui = qi + ri, i = 1, 2 such that q1, q2 ∈ Z and −1
2
≤ ri <

1
2

and put

q′ = q1 + q2ω, r
′ = r1 + r2ω and r′′ = br′. Then a = bq′ + r′′ and q′ ∈ Ed,

thus r′′ ∈ Ed. Further Imd

(
r′′

b

)
= Imd(r

′). Thus −1
2
≤ Imd

(
r′′

b

)
< 1

2
.

Further N(r′′) = N(b)N(r′), and by Remark 2.7 N(r′) ≤ 3
4
, if d ≤ 3 and

N(r′) ≤ 5
4

in the remaining two cases. If N(r′) < 1, then we have also the

inequality N(r′′) < N(b). Assume that N(r′) ≥ 1, which can happen only if

d = 7, 11 and r1r2 > 0. Then redefine r′′ = b(r′ + (−1) r1
|r1|). Plainly we have

r′′ ∈ Ed such that N(r′′) < N(b) and −1
2
≤ Imd

(
r′′

b

)
< 1

2
hold.

Finally consider the sequence r′′ + mb,m = 0, 1, . . . . As the function

f(x) = N(r′′ + xb) tends to infinity with x → ∞ and f(0) < N(b) there

exists an x0 > 0 such that f(x0) = N(b). Taking m = bx0c we get f(r′′ +

mb) < b and f(r′′ + (m + 1)b) ≥ b. Putting r = r′′ + mb and q = (a− r)/b
we get a = bq + r, q, r ∈ Ed and r ∈ Dd,b. As a was arbitrary Dd,b includes a

complete residue system modulo b.

It remains to prove that the elements of Dd,b are incongruent modulo b.

Assume that a ∈ Dd,b and e := (e1, e2)d ∈ Ed \ {0} such that a + eb ∈ Dd,b

holds too. Then both inequalities

−1

2
≤ Imd

a

b
<

1

2
, −1

2
≤ Imd

a+ eb

b
<

1

2

hold. On the other hand Imd
a+eb
b

= Imd
a
b

+ e2, where e2 is an integer. Thus

both inequalities can hold only if e2 = 0.

If e2 = 0 then eb = e1b with an integer e1. Assume that e1 6= 0. If |e1| ≥ 2

then using |a| < |b| we obtain |a+ e1b| ≥ |e1b| − |a| > 2|b| − |b| ≥ |b|, which

contradicts a+ e1b ∈ Dd,b. Hence e1 = ±1.

If e1 = −1 then as a − b ∈ Dd,b we get |a| = |(a − b) + b| ≥ |b|, which

contradicts a ∈ Dd,b. Finally if e1 = 1 then as a+b ∈ Dd,b we have |a+b| < |b|,
which again contradicts a ∈ Dd,b. The proof is completed.

�
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Let a, b ∈ Ed with b 6= 0. There exist by Theorem 3.6 uniquely defined

q ∈ Ed and r ∈ Dd,b such that a = bq + r. In the sequel we will use the

notation q = ba
b
c.

Definition 3.7. Let Dd,b be a canonical digit set.

Let’s define the followings for this digit set:

line distance: l := Im(ω)|b|.
corner offset: o := |b| −

√
|b|2 −

(
l
2

)2
.

maximum distance between digits: m :=
√
|b|2 + l2.
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Figure 1. Digit set measures in E3, when the base of the
digit set is (6, 3)3 (large dot). ’o’: corner offset, ’l’: line dis-
tance, ’m’: maximum distance between digits

Remark 3.8. Let Ed be a Euclidean domain, and let b ∈ Ed be the base of

the digit set Dd,b.

d Corner offset (o) Line distance (l) Maximum distance between digits (m)

1 |b|
(

1−
√
3
2

)
|b| |b|

√
2

2 |b|
(

1−
√
2
2

)
|b|
√

2 |b|
√

3

3 |b|
(

1−
√
13
4

)
|b|
√
3
2

|b|
√
7
2

7 |b|1
4

|b|
√
7
2

|b|
√
11
2

11 |b|
(

1−
√
5
4

)
|b|
√
11
2

|b|
√
15
2

Lemma 3.9. Let a, b ∈ Ed, b 6= 0. If |a| < Im(ω)|b|
2

, then a ∈ Vd,b.
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Proof. The assumption |a| < Im(ω)|b|
2

implies
∣∣a
b

∣∣ < Im(ω)
2

. As |z| ≥ |Im(z)|
we get |Im(a/b)|

Im(ω)
< 1

2
, i.e. a ∈ Vd,b. �

Lemma 3.10. Let a, b ∈ Ed with N(b) ≥ 2. If |a| < l
2

and q =
⌊
a
b

⌋
then

q = 0,−1.

Proof. Let a = bq + r with q ∈ Ed and r ∈ Dd,b. Then

Imd(q) = Imd

(a
b

)
+ Imd

(
−r
b

)
.

By the assumption on a and as r ∈ Dd,b we get

|Imd(q)| <
1

2
+

1

2
= 1,

i.e. q ∈ Z. Further we have

|bq| ≤ |a|+ |r| < Im (ω) |b|
2

+ |b|.

Dividing by |b| we obtain |q| < 3
2
, thus q ∈ {0,±1}. If q = 1 then a = b+ r.

The assumption r ∈ Dd,b implies |a| = |b + r| ≥ |b|, which contradicts the

assumption on a. �

Lemma 3.11. If z ∈ Vd,b and a ∈ Z, then z + a · b ∈ Vd,b.

Proof. We have

Imd

(
z + ab

b

)
= Imd

(z
b

)
+ Imd(a) = Imd

(z
b

)
,

which proves the assertion. �

4. ECNS polynomials over imaginary quadratic Euclidean

domains

In this section definitions and theorems will be about the CNS concept

which needs only an imaginary quadratic Euclidean domain, a canonical

digit set and a floor function over its quotient field. The digit set and the

floor function are sufficient for an unambiguous definition of a number sys-

tem over the Euclidean domain.

Definition 4.1. Let Ed be an imaginary quadratic Euclidean domain with

a Euclidean function N , let P (x) = xn + pn−1x
n−1 + · · · + p0 ∈ Ed[x] be a

monic polynomial over Ed such that N(p0) ≥ 2, and let Dd,p0 ⊂ Ed be the

canonical digit set. The factor ring Ed[x]/Ed[x]P (x) can be represented by

polynomials over Ed of degree at most n−1. This set is denoted by En−1d [x].

If for an a(x) ∈ Dd,p0 [x] there exists A(x) ∈ En−1d [x] such that

A(x) ≡ a(x) (mod P (x)),
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then A(x) has a canonical expansion. If all A(x) ∈ En−1d [x] have canonical

expansion, then the polynomial P (x) ∈ Ed[x] is called ECNS polynomial.

Remark 4.2. If K is a set we denote by K[x] the set of polynomials with

coefficients belonging to K.

Definition 4.3. Let the length of a polynomial A =
n∑
i=0

aix
i be l(A) :=

n∑
i=0

|ai|.

Let Kd denote the quotient field of Ed. With irreducible ECNS poly-

nomials numeration systems can be defined in Ed and in some of its ex-

tensions. Indeed, let P (x) be an irreducible ECNS polynomial over Ed and

let γ denote one of its zeroes. Then Kd[x]/P (x)Kd[x] is isomorphic to the

field Kd(γ). Moreover Ed[x]/P (x)Ed[x] is isomorphic to the ring Ed[γ]. Thus

every element 0 6= β ∈ Ed[γ] can be written uniquely in the form

β =
h∑
j=0

bjγ
j, bj ∈ Dd,p0 , bh 6= 0.

Remark 4.4. The polynomial P (x) = x + g, 0 6= g ∈ Ed is obviously

irreducible. This implies that g with the digit set Dd,g defines a numeration

system in Ed if and only if x+ g is a ECNS polynomial.

Definition 4.5. Let P (x) = xn + pn−1x
n−1 + · · ·+ p0 ∈ End [x] be such that

N(p0) ≥ 2. Let the mapping TP : En−1d [x] 7→ En−1d [x] be defined as follows:

for A(x) = an−1x
n−1 + · · ·+ a0 ∈ En−1d [x] let

TP (A) =
A− qP − r

x
,

where q =
⌊
a0
p0

⌋
and r = a0 − qp0 ∈ Dd,p0 . The mapping TP is called

Backward division.

The mapping backward division can be iterated, which means

T kP (A) =

{
A, if k = 0;
TP (T k−1P (A)), if k > 0.

Let qk ∈ Ed and rk ∈ Dd,p0 be defined by the equation

T k+1
P (A) =

T kP (A)− qkP − rk
x

,

where a
(k)
0 = T kP (A)|x=0, qk =

⌊
a
(k)
0

p0

⌋
and rk = a

(k)
0 − qkp0, k ∈ N. Let

Ak := T kP (A).
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The orbit of TP starting with A will be denoted as follows:

A
(q1,r1)
===⇒

P
A1

(q2,r2)
===⇒

P
A2

(q3,r3)
===⇒

P
A3 . . . ,

if it is not necessary to know the multipliers, it will simply be denoted:

A
r1=⇒
P
A1

r2=⇒
P
A2

r3=⇒
P
A3 . . . ,

or if it is not necessary to know even the remainders, it will simply be

denoted:

A⇒
P
A1 ⇒

P
A2 ⇒

P
A3 . . . .

If for A,B ∈ En−1d [x] there exists k ∈ N such that T kP (A) = B then we write:

A
∗

=⇒
P
B.

Plainly the orbits of TP are either ultimately periodic or consist of infin-

itely many pairwise different elements and both cases may occur. Moreover

in the first case the orbit is ultimately 0 or not. One of the basis aim of the

investigations on CNS polynomials is the distinction between these possi-

bilities.

Theorem 4.6. P (x) ∈ End [x] is a ECNS polynomial if and only if for all

A(x) ∈ En−1d [x]

A
∗

=⇒
P

0.

Proof. This theorem is a direct consequence of Definitions 4.1 and 4.5. �

Theorem 4.7. Let P (x) := p0 + p1x+ · · ·+ pnx
n + pn+1x

n+1 ∈ En+1
d [x] be

such that pn+1 = 1, N(p0) ≥ 2. Assume that the orbit of TP starting with

A(x) := a0 + a1x+ · · ·+ anx
n ∈ End [x] is periodic of length l > n

A = A0
(q0,r0)
===⇒

P
A1

(q1,r1)
===⇒

P
A2

(q2,r2)
===⇒

P
A3 . . .

(ql−2,rl−2)
======⇒

P
Al−1

(ql−1,rl−1)
======⇒

P
A.

Then

−
n+1∑
m=0

ql+h−mpm ∈ Dd,p0

holds for h = 0, 1, . . . , l − 1.

Proof. Let Ah(x) =
∑∞

j=0 a
(h)
j xj, where a

(h)
j = 0 for all h ≥ 0 and j > n.

Similarly we write P (x) =
∑∞

j=0 pjx
j with pj = 0 for j > n+ 1. With these

notation we have

(4.1) a
(h)
j = a

(0)
j+h −

h−1∑
k=0

qkpj+h−k.
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Indeed, the claim is true for h = 0 because the empty sum is 0. Assume

that it is true for a h ≥ 0. Then

Ah+1 = TP (Ah) =
Ah − qhP − rh

x
.

Comparing the coefficients and using the induction hypothesis we get

a
(h+1)
j = a

(h)
j+1 − qhpj+1

= a
(0)
j+h+1 −

h−1∑
k=0

qkpj+1+h−k − qhpj+1

= a
(0)
j+h+1 −

h∑
k=0

qkpj+1+h−k,

which proves the claim.

Consider equation (4.1) for j = 0 and h = l, . . . , 2l−1. By the assumption

Ah(x) = Ah+l(x), h = 0, . . . , l − 1, especially a
(h+l)
0 = a

(h)
0 , h = 0, . . . , l − 1.

Thus

qh+l =

⌊
a
(h+l)
0

p0

⌋
=

⌊
a
(h)
0

p0

⌋
= qh.

As l > n we have a
(0)
l+h = 0 for h ≥ 0. Summarizing (4.1) leads to

a
(h)
0 = a

(l+h)
0 = −

l+h−1∑
k=0

qkpl+h−k, h = 0, . . . , l − 1.

By the construction a
(l+h)
0 − ql+hp0 = rl+h ∈ Dd,p0 , hence

−
l+h∑
k=0

qkpl+h−k ∈ Dd,p0 , h = 0, . . . , l − 1.

Replacing the summation variable k by m = l + h − k and taking into

account that pm = 0 for m > n+ 1 we obtain

−
n+1∑
m=0

ql+h−mpm ∈ Dd,p0 , h = 0, . . . , l − 1,

as we stated. �

Remark 4.8. If we apply Theorem 4.7 with length 1, we get the following

restriction for the coefficients of a ECNS polynomial:

−q
n+1∑
m=0

pm 6∈ Dd,p0 ,

where q = a
p0

, for all a ∈ Ed \ {0}.
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Remark 4.9. The assumption l > n in Theorem 4.7 is not a serious re-

striction because any positive integer multiple of a period length is again a

period length.

5. Linear ECNS polynomials over imaginary quadratic

Euclidean domains

Investigating the linear case, Theorem 5.5 below shows that the ECNS

property of linear polynomials is easily decidable over imaginary quadratic

Euclidean domains.

In this section we will often refer to the real band Vd,p, which will be

called, for simplicity, band.

Lemma 5.1. Let P (x) := x + p be over Ed with N(p) ≥ 2. If the Line

distance l = Im(ω)|p| is greater than 2, a necessary condition for the ECNS

property is 1 ∈ Dd,p.

Proof. Assume that 1 6∈ Dd,p.

The assumption l > 2 and Lemma 3.9 mean that Vd,p includes the closed

unit disc, thus 1 ∈ Vd,p. Lemma 3.10, |p| > 1 and 1 6∈ Dd,p mean that⌊
1
p

⌋
= 1, so

1⇒
P

1,

which is a cycle, thus P cannot be a ECNS polynomial. �

Remark 5.2. It is easy to check that 1 ∈ Dd,p is equivalent to Re(p) ≥ −1/2

except when

p =


1− i,−2i : d = 1
−
√
−2 : d = 2

±
√
−3, 1−

√
−3 : d = 3

±1−
√
−7

2
: d = 7.

Lemma 5.3. Let P (x) := x + p be over Ed with N(p) ≥ 2. To decide the

ECNS property those and only those polynomials have to be investigated,

where

A(x) := a with a ∈ Ed and

|a| ≤

√
|p|+ 1

|p| − 1
.

Proof. Let A ∈ Ed[x]. Consider the orbit of TP , which starts at A. If

l(TP (A)) < l(A) then iterate TP . As l(A) is a non-negative integer we have
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to reach an element B of the orbit such that l(TP (B)) ≥ l(B). We may as-

sume without loss of generality that this happens already at the beginning,

i.e. with A. The length of TP (A) is

l(TP (A)) = |q| =
∣∣∣∣a− rp

∣∣∣∣ ≤ |a|+ |r||p|
.

Thus l(A) ≤ l(TP (A)) implies

|a| ≤ |a|+ |r|
|p|

,

which leads to

|a| ≤

√
|p|+ 1

|p| − 1

since N(r) < N(p), that is |r|2 ≤ |p|2 − 1. �

Theorem 5.4. Let P (x) := x + p be a linear polynomial over Ed with

N(p) ≥ 2. If Im(ω)|p| = l > 2
√
|p|+1
|p|−1 , a sufficient and necessary condition

for the ECNS property is 1 ∈ Dd,p.

Proof. From Lemma 5.3, those and only those constant polynomials a have

to be investigated for the ECNS property, where |a| ≤
√
|p|+1
|p|−1 .

Since l
2
>
√
|p|+1
|p|−1 we have q =

⌊
a
p

⌋
∈ {0,−1} by Lemma 3.10, thus all

orbits of TP terminate either at 0 or at −1. If 1 ∈ Dd,p then P is a ECNS

polynomial, and since l > 2 is also satisfied, from Lemma 5.1, this is not

just sufficient but necessary condition as well. �

Theorem 5.5. Let P (x) := x + p be a linear polynomial over Ed and

N(p) ≥ 2. P (x) is a ECNS polynomial if and only if 1 ∈ Dd,p or p ∈{
1− i,−2i,−

√
−2,
√
−3,−

√
−3, 1−

√
−3, 1−

√
−7

2
, −1−

√
−7

2

}
.

Proof. By Lemma 5.3 it is enough to check the representability only those

constant polynomials A(x) = a with

|a| ≤

√
|p|+ 1

|p| − 1
,

which implies

N(a) ≤ |p|+ 1

|p| − 1
= 1 +

2

|p| − 1
= 1 +

2√
N(p)− 1

.

Table 1 presents the possible values of N(a) for each N(p).

The necessary constant polynomials for the case 2 ≤ N(p) will be inves-

tigated. By Theorem 5.4 if l
2
>
√
|p|+1
|p|−1 , a sufficient and necessary condition
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N(p) 1 + 2√
N(p)−1

N(a)

2 ≈ 5.8284 ∈ {0, 1, 2, 3, 4, 5}
3 ≈ 3.7321 ∈ {0, 1, 2, 3}
4 = 3.0000 ∈ {0, 1, 2, 3}
5 ≈ 2.6180 ∈ {0, 1, 2}
6 ≈ 2.3798 ∈ {0, 1, 2}
7 ≈ 2.2153 ∈ {0, 1, 2}
8 ≈ 2.0938 ∈ {0, 1, 2}
9 = 2.0000 ∈ {0, 1, 2}
≥ 10 < 2 ∈ {0, 1}

Table 1

for the ECNS property is 1 ∈ Dd,p. Thus it is enough to check the case
l
2
≤
√
|p|+1
|p|−1 . Then

l2

4
≤ 1 +

2

|p| − 1
,

(l2 − 4)(|p| − 1) ≤ 8,

|p| ≤ l2 + 4

l2 − 4
,

|p| ≤ (Im(ω)|p|)2 + 4

(Im(ω)|p|)2 − 4
,

Im(ω)2|p|3 − Im(ω)2|p|2 − 4|p| − 4 ≤ 0,

Im(ω)2
√
N(p)

3
− Im(ω)2

√
N(p)

2
− 4
√
N(p)− 4 ≤ 0.

The cubic polynomial in
√
N(p) staying on the left hand side of the last

inequality has exactly one positive real root. The possible values of N(p) lie

between zero and this root. We present these in Table 2.

d N(p) < N(p) ∈
1 8.2664 {2, 3, 4, 5, 6, 7, 8}
2 5.1508 {2, 3, 4, 5}
3 10.1968 {2, 3, 4, 5, 6, 7, 8, 9, 10}
7 5.6206 {2, 3, 4, 5}
11 4.2163 {2, 3, 4}

Table 2

For each triplets (d, p, a) with d ∈ {1, 2, 3, 7, 11}, p, a ∈ Ed such that

N(p) and N(a) satisfy the conditions of Table 2 and Table 1 respectively

we checked the representability of a. To summarize, if 1 ∈ Dd,p then x+ p is
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a ECNS polynomial. If 1 6∈ Dd,p then x+p is a ECNS polynomial, if and only

if p ∈
{

1− i,−2i,−
√
−2,
√
−3,−

√
−3, 1−

√
−3, 1−

√
−7

2
, −1−

√
−7

2

}
. �

6. Quadratic ECNS polynomials over imaginary quadratic

Euclidean domains

The characterization of quadratic ECNS polynomials seems to be much

more difficult than the characterization of the linear ones. In the present

section this problem will be investigated. The first theorem is to decrease

the possible quadratic CNS polynomials to a finite set for a fixed constant

term p0.

Theorem 6.1. Let P (x) := x2 + p1x + p0 be a quadratic polynomial over

Ed. If P (x) is a ECNS polynomial then it is expanding.

Proof. Ed[x]/P (x)Ed[x] is isomorphic to the ring E[γ], where P (γ) = 0. This

is true for both roots of the polynomial P (x). If the norm of one of these is

less then 1, then the representation of the elements 0 6= β ∈ E[γ] is bounded,

so this cannot represent all elements β:

|β| =

∣∣∣∣∣
h∑
j=0

bjγ
j

∣∣∣∣∣ ≤
h∑
j=0

|bj||γj| ≤ |p0|
h∑
j=0

|γ|j ≤

≤ |p0| lim
h→∞

h∑
j=0

|γ|j = |p0|
1

1− |γ|
(if |γ| < 1).

The case when |γ| = 1 has been proved by the first author in [13]. �

Theorem 6.2. Let P (x) := x2 + p1x + p0 be a quadratic polynomial over

Ed, N(p0) ≥ 2. It is expanding, if

|p̄1 − p̄0p1|
|p0|2 − 1

< 1,

where x̄ is the complex conjugate of x.

Proof. This result comes from the Lehmer-Schur [11] algorithm. Let

P ∗(x) = p̄0x
2 + p̄1x+ 1, and

g(x) = p̄0P (x)− P ∗(x) = (p̄0p1 − p̄1)x+ p̄0p0 − 1.

The root of g(x) is:

x0 =
1− p̄0p0
p̄0p1 − p̄1

.

Thus P (x) is expanding iff |x0| > 1, i.e.

1 < |x0| =
∣∣∣∣ 1− p̄0p0
p̄0p1 − p̄1

∣∣∣∣ =
||p0|2 − 1|
|p̄1 − p̄0p1|

=
|p0|2 − 1

|p̄1 − p̄0p1|
.
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�

Remark 6.3.

For a fixed p0 the inequality of Theorem 6.2 determines a finite set of p1.

We have

|p̄1 − p̄0p1|
|p0|2 − 1

≥ |p0| |p1| − |p1|
|p0|2 − 1

=
|p1|
|p0|+ 1

.

Hence if |p1| ≤ |p0|+ 1, then the inequality of Theorem 6.2 follows.

Theorem 6.4. Let P (x) := x2 + p1x + p0 be a quadratic polynomial over

Ed, N(p0) ≥ 2. If

|p1| ≤
(

1− 1√
2

)
|p0| − 1,

then the orbits of TP are periodic for all A ∈ Ed[x]. Moreover there are only

four possible periods, the trivial {0} cycle and the following ones:

x+ (p1 + 1)
(−1,r0)
====⇒

P
x+ (p1 + 1), r0 ∈ Dd,p0 ,

1
(−1,r0)
====⇒

P
x+ p1

(0,r1)
===⇒
P

1, r0, r1 ∈ Dd,p0 ,

1
(−1,r0)
====⇒

P
x+ p1

(−1,r1)
====⇒

P
x+ (p1 + 1)

(0,r2)
===⇒
P

1, r0, r1, r2 ∈ Dd,p0 .

Proof. Assume that A(x) = a1x + a0 ∈ Ed[x] with TP leads to a period of

length n ≥ 2. Then by Theorem 4.7 the inclusions

−qj−2 − p1qj−1 − p0qj ∈ Dd,p0

hold for j = 0, 1, . . . , n− 1, where we used q−2 = qn−2 and q−1 = qn−1. For

a fixed p0 these conditions can be transformed to a restriction for the linear

term p1. In fact if qj 6= 0 then

p1 ∈
Dd,p0 + p0qk + qi

−qj
,

and this is a conformal mapping of the digit set. If qj = 0, then

qk =

⌊
−qi
p0

⌋
,

which is a restriction for the position of p0.

Let’s check p1’s minimal absolute value in the intersection of the sets
Dd,p0

+p0qk+qi
−qj . If the cycle does not contain 0 multiplier, let h be the in-

dex of the multiplier which has maximal absolute value: |qh| ≥ |qi|, i ∈
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{0, 1, . . . , n− 1}.

min |p1| = min

{
|t| : t ∈

⋂ Dd,p0 + p0qk + qi
−qj

}
≥ min

{
|t| : t ∈ Dd,p0 + p0qh + qh−2

−qh−1

}
= min

{
|t+ p0qh + qh−2|

|qh−1|
: t ∈ Dd,p0

}
≥ min

{
|p0||qh| − |qh−2| − |t|

|qh−1|
: t ∈ Dd,p0

}
>
|p0||qh| − |qh−2| − |p0|

|qh−1|

≥ |p0||qh| − |qh| − |p0|
|qh|

=

(
1− 1

|qh|

)
|p0| − 1.

This value increases, if |qh| increases. If the period does not contain 0 and

contains at least one element with absolute value greater than one then the

smallest value of |qh| is
√

2, which implies

|p1| >
(

1− 1√
2

)
|p0| − 1.

If the period contains a 0 multiplier, the above inequality holds, except when

qh−1 = 0. In such a case we have

qh =

⌊
−qh−2
p0

⌋
,

thus |qh||p0| = | − qh−2 − r| < |qh−2|+ |p0|. As |qh−2| ≤ |qh| we get

|qh|
|qh| − 1

> |p0|.

The expression |qh|
|qh|−1

decreases if |qh| increases. The lowest possible value

of it is |qh| =
√

2, whence

√
12 >

√
2√

2− 1
> |p0|.

If |p0| <
√

12, then the disc |p1| ≤
(

1− 1√
2

)
|p0| − 1 ≤

(
1− 1√

2

)√
11− 1 ≈

−0.02858 has no element. With our assumption the expression |qh|
|qh|−1

> |p0|
has no solution, so there is no period with qh−1 = 0.

So the periods in this region can contain elements only with absolute

value 0 or 1.

Let’s check the conditions p1 ∈
Dd,p0

+p0qk+qi
−qj and qk =

⌊
−qi
p0

⌋
(qj = 0) again.
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If |qj| = 1, then qk ∈ {0,−1}, because in every other cases the minimum

absolute value of p1 will be outside the examined region:

(If |qk| = 1, but qk 6= −1)

From Theorem 3.10 elements of the set Dd,p0 + p0qk have absolute value

greater than l
2
, and in every Euclidean domain l

2
≥
(

1− 1√
2

)
|p0|.

min |p1| = min

{
|t| : t ∈

⋂ Dd,p0 + p0qn + ql
−qm

}
≥

≥ min

{
|t| : t ∈ Dd,p0 + p0qk + qi

−qj

}
= min

{∣∣∣∣t+ p0qk + qi
−qj

∣∣∣∣ : t ∈ Dd,p0

}
≥

≥ min {|t+ p0qk| − |qi| : t ∈ Dd,p0} ≥ min {|t+ p0qk| − 1 : t ∈ Dd,p0} ≥

≥
(

1− 1√
2

)
|p0| − 1.

If |qj| = 0, then qk = −1, because qk =
⌊
−qi
p0

⌋
, qi is a unit or zero, so in every

Euclidean domain, for every canonical digit set
⌊
−qi
p0

⌋
∈ {−1, 0} (Theorem

3.10), but zero is not possible, because then two 0-s are there next to each

other, which means p0qk ∈ Dd,p0 and this is impossible.

If three equal values are next to each other in a cycle, then the whole

period is constructed, because every multiplier is uniquely determined by the

previous two values. So the periods with multipliers (−1), (0,−1), (0,−1,−1)

are the only possible periods in the examined region, these will be the wit-

nesses for the ECNS property. �

7. Infinite sequences of CNS polynomials

Polynomials with rational integer coefficients can be considered also ele-

ments of Ed[x]. In this section we prove a necessary and sufficient condition

under which such a polynomial is ECNS. The second aim is to prove a sim-

ple sufficient condition in terms of the coefficient. The later result implies

that there exist for any degree infinitely many ECNS polynomials.

To formulate our results we need some preparation. Let P (x) ∈ Z[x]

with P (0) = p0 and I =
[
−
⌊
|p0|−1

2

⌋
, |p0| − 1−

⌊
|p0|−1

2

⌋]
∩ Z. Akiyama and

Scheicher [3] called P (x) symmetric-CNS if for any A(x) ∈ Z[x] there exists

a(x) ∈ I[x] such that A(x) ≡ a(x) (mod P ).

Theorem 7.1. Let P (x) ∈ Z[x] with p0 > 0. If P (x) is a CNS and

symmetric-CNS in Z[x] then it is ECNS in Ed[x]. The conversion is true if

d = 1, 2.
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Proof. Assume first that P (x) is a CNS and symmetric-CNS in Z[x]. Let

A(x) ∈ Ed[x]. There exist A1(x), A2(x) ∈ Z[x] such that A(x) = A1(x) +

ωA2(x). As P (x) is a symmetric-CNS there exist a2(x) ∈ I[x], q2(x) ∈ Z[x]

such that A2(x) = a2(x) + q2(x)P (x). Let

a2(x) =

m2∑
j=0

a2jx
j.

Assume that the first j ≥ −1 coefficients of A1(x) +ωa2(x) belong to Dd,p0 .

This is obviously true for j = −1 because the coefficient of our polynomial

with index −1 is zero, which belongs to Dd,p0 . Let its j + 1-th coefficient be

β = A1,j+1 + ωa2,j+1. There exists by Theorem 3.1 a β1 ∈ Dd,p0 such that

β1 ≡ β (mod p0). We have β1 − β ∈ Z because a2,j+1 ∈ I and p0 ∈ Z. Thus

(β1 − β)/p0 ∈ Z. Denote it by q and set A(x) ← A(x) + qP (x)xj+1. This

transformation does not affect a2(x), but the first j + 1 coefficients of A(x)

belong to Dd,p0 .

Performing the transformation of the last paragraph m2 + 1-times we

obtain a polynomial a
(1)
1 (x) + a

(2)
1 (x)xm2+1 + ωa2(x) ≡ A(x) (mod P (x))

such that a
(1)
1 (x) + ωa2(x) ∈ Dd,p0 [x] and a

(2)
1 (x) ∈ Z[x]. As P (x) is a CNS

polynomial in Z[x] there exists a
(3)
1 (x) with coefficients in {0, 1, . . . , p0− 1},

which is a subset of Dd,p0 , such that a
(2)
1 (x) ≡ a

(3)
1 (x) (mod P (x)). Setting

a1(x) = a
(1)
1 (x) + a

(3)
1 (x)xm2+1 and a(x) = a1(x) + ωa2(x) we have that

A(x) ≡ a(x) (mod P (x)) and the coefficients of a(x) belong to Dd,p0 . Thus

the conditions are sufficient.

Assume that P (x) is ECNS in Ed[x]. Then for any A(x) ∈ Ed[x] there

exists a(x) ∈ Dd,p0 [x] such that A(x) ≡ a(x) (mod P (x)). Write a(x) =

a1(x) +ωa2(x). Then the coefficients of a2 belong obviously to I. If d = 1, 2

then the coefficients of a(x) have the form e1+e2
√
−d, which absolute value

is
√
e21 + de22 < p0. Thus |e1| < p0 and e1 ≥ 0 because |(e1 +p0) + e2

√
−d| >

p0. �

To characterize the CNS polynomials in Z[x] is a hard problem, see

Akiyama et al. [1]. However there is a simple sufficient criterion proved by

Béla Kovács [10], which we cite now.

Theorem 7.2. Let P (x) = p0 + p1x+ · · ·+ pn−1x
n−1 + xn ∈ Z[x]. If p0 ≥ 2

and pi > pi+1, i = 0, . . . , n− 1, then P (x) is a CNS polynomial.

By our best knowledge similar simple condition is not available for symmetric-

CNS. We cannot expect such a nice sufficient condition. Indeed the poly-

nomials x2 + ax + a, 3 ≤ a ∈ Z are by Theorem 7.2 CNS, but they are not
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symmetric-CNS. In the next lemma we prove a condition, which depends

only on the coefficients of P (x). In its proof we borrowed ideas from [2]. In

the sequel set M =
⌊
p0−1
2

⌋
and I =

[
−
⌊
p0−1
2

⌋
, p0 − 1−

⌊
p0−1
2

⌋]
∩ Z.

Lemma 7.3. Let P (x) = p0 + p1x + · · · + pn−1x
n−1 + pnx

n ∈ Z[x] be a

polynomial such that M ≥ p1 ≥ p2 ≥ · · · ≥ pn = 1 and

n∑
j=2

pj ≤M.

Then P (x) is a symmetric-CNS.

Proof. By Theorem 7.2 we may assume that aj ∈ [0, p0 − 1], j = 0, . . . , k.

Let J = [−p0, p0 + M − 1] ∩ Z. For polynomials a(x) ∈ Z[x] with constant

term a0 define the mapping U(a) = UP (a) : Z[x] 7→ Z[x] as

U(a) =
a− εP − (a0 − εp0)

x
,

where ε denotes the unique integer with

εp0 ≤ a0 +M < (ε+ 1)p0.

Notice that if the coefficients of a belong to J then

(7.1) a = r + xU(a) + εP,

where r = a0 − εp0 and ε ∈ {0,±1} is the coefficient of P in the definition

of U(a). Further it is clear that if a0 ∈ J then r ∈ I. Thus the lemma will

be proved when we are able to show that for all a ∈ J [x] there exists m > 0

such that Um(a) ≡ 0 (mod P ).

We claim that if the coefficients of a(x) ∈ Z[x] belong to [0, p0 − 1] then

U `(a) ∈ J [x] hold for ` ≥ 0. To prove the claim we have to examine the

coefficients of U `(a) carefully.

Let U `(a) =
∑∞

j=0 a
(`)
j x

`. (Of course the number of non-zero coefficients

of U `(a) is finite, thus there exists j0 = j0()` such that a
(`)
j = 0 for all j > j0.

We use the same convention for U0(a) = a and for P too, i.e. we set pj = 0

for j > n. Then we have

(7.2) a
(`)
j = a`+j −

∑̀
h=1

ε(h)p`+j−h+1, j, ` ≥ 0,

where ε(s) = 0, if s < 0 and for s ≥ 0 it is defined by the equation

U (s−1)(a) = rs + xU (s) + ε(s)P,

with rs ∈ I.
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Equation (7.2) is obviously true for ` = 0. Assume that it is true for all

s ≤ `. Set ε(`+1) according to the size of a
(`)
0 . Then we have

U (`+1)(a) =
U (`)(a)− a(`)0 − ε(`+1)(P − p0)

x

=
∞∑
j=1

a
(`)
j x

j−1 − ε(`+1)

∞∑
j=1

pjx
j−1

=
∞∑
j=0

(a
(`)
j+1 − ε(`+1)pj+1)x

j.

Comparing coefficients and using (7.2) we obtain

a
(`+1)
j = a`+j+1 −

∑̀
h=1

ε(h)p`+j+2−h − ε(`+1)pj+1

= aj+`+1 −
`+1∑
h=1

ε(h)p`+j+2−h,

which is (7.2) for `+ 1, i.e. (7.2) is true for all `, j ≥ 0.

Now we are in the position to prove the claim. Assume that the coeffi-

cients of a(x) ∈ Z[x] belong to [0, p0 − 1], i.e. 0 ≤ aj = a
(0)
j < p0. Thus the

claim is true for ` = 0 and ε(1) ∈ {0,±1}. Let ` ≥ 1 and assume that the

claim and ε(j) ∈ {0,±1} hold for 1 ≤ j < `. Then

ε(`) =

⌊
a
(`−1)
0 − p0/2

p0

⌋
,

which belongs to he set {0,±1} because by the induction hypothesis −p0 ≤
a
(`−1)
0 ≤ p0 +M − 1. By (7.2) we have

a
(`)
j = a`+j −

∑̀
h=1

ε(h)p`+j−h+1.

Plainly the sum of the right hand side is at least

0−
n∑
h=1

ph = −(p1 +
n∑
h=2

ph) ≥ −2M > −p0.

To finish the induction we have to prove the upper bound for a
(`)
j . Assume

that ε(m) = −1 for some m ≤ `. Then a
(m−1)
0 < M . We have

a
(m−1)
0 = am−1 −

m−1∑
h=1

ε(h)pm−h

≥ 0− ε(m−1)p1 −
n∑
h=2

ph

≥ −ε(m−1)p1 −M.
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Thus a
(m−1)
0 < −M can hold only if ε(m−1) = 1. Applying again (7.2) and

using the induction hypothesis and this observation we get

(7.3) a
(`)
j ≤ p0−1+

n∑
h=1

(−1)h+1ph = p0−1+p1−(p2−p3)−· · · ≤ p0+M−1.

Here we used the monotonicity of the coefficients as well. The claim is proved

completely.

If U (k+1)(a) = 0 then the Lemma is proved. Assume in the sequel

U (k+1)(a) 6= 0. Then the inequality in (7.3) can be considerably improved.

Indeed as a` = 0, ` > k we get

a
(`)
j ≤M

for all j ≥ 0. The degree of the polynomial U (k+1)(a) is at most n and its

coefficients belong to [−2M,M ]. Thus Un+k+2(a) ∈ I[x] and the lemma is

proved. �

Theorem 7.4. Let P (x) :=
n∑
i=0

pix
i ∈ Z[x] be a monic polynomial of degree

n. Put M =
⌊
p0−1
2

⌋
and assume p0 ≥M ≥ p1 ≥ p2 ≥ · · · ≥ pn = 1 and

n∑
j=2

pj ≤M.

Then P (x) is a ECNS polynomial with the digit set Dd,p0.

Proof. By Lemma 7.3, starting from a general polynomial one can deter-

mine a polynomial which is equivalent to the original modulo P (x), and

the imaginary part of the coefficients of the new polynomial belong to the

interval ]−
⌊
p0−1
2

⌋
, p0− 1−

⌊
p0−1
2

⌋
] (coefficients on the real band property).

For the real part an iteration can be started using the following trans-

formation. In every step the investigated polynomial A(x) will be changed,

such that

A := TP (A) :=
A− q · P − r

x
,

where q :=
⌊
a0
p0

⌋
. It is easy to see that q ∈ Z, because of the coefficients on

the real band property, this means that if one wants to move a coefficient to

the digit set an integer times p0 has to be added. After some iteration of this

transformation all of the original coefficients of the polynomial A(x) will be

moved into the digit set, in every step the newly created coefficients are

rational integers. So after finitely many steps A(x) becomes a polynomial

with rational integer coefficients. Polynomial P (x) satisfies the assumptions
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of Theorem 7.2, thus it is CNS. From this point on we can use Theorem

7.2 to get an A(x) ∈ Dd,p0 [x] because the integer canonical digit set of the

integer CNS polynomial P (x) is a subset of Dd,p0 (Remark 3.3).

�

8. Conclusion and further work

In this paper CNS polynomials have been defined over imaginary qua-

dratic Euclidean domains (Definition 4.1). Proved that for linear polyno-

mials it is easy to decide whether it is a CNS or not (Theorem 5.5). For

quadratic polynomials a set of CNS polynomials has been found where the

linear term’s absolute value is small (Theorem 6.4). Infinite sequences of

CNS polynomials over imaginary quadratic Euclidean domains has been

found (Theorem 7.4). This can be continued to investigate polynomials and

vectors with greater degree, or other Euclidean domains can be investigated

as well.

Acknowledgements. This research was partly supported by the OTKA

grants NK104208, NK101680.

The authors are very much grateful to the referee for the careful reading

and for the many helpful suggestions, which helped to improve the quality

of the presentation considerably.

References
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