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#### Abstract

We analyze a recent key exchange protocol proposed by H. Yosh, which is based on the hardness to solve Diophantine equations. In this article, we analyze the protocol and show that the public key is very large. We suggest large families of parameters both in the finite field and in the rational integer cases for which the protocol can be secure.


## I. Introduction

The notion of public key cryptography started with a key exchange protocol [12]. Various protocols have been developed for this purpose, see for example [8], [14]. Hard computational problems lie under these protocols, e.g., factorization into primes of large integers, computation of discrete logarithm, determination of the shortest vector in lattices and decoding of error correcting codes.
D. Hilbert asked in his famous lecture at the second International Congress of Mathematicians in 1900 whether there exists a general procedure which determines the solvability of Diophantine equations. The question was answered 70 years later by Y . Matijasevič, who proved that such an algorithm does not exist [11]. However, the impossibility of a general algorithm does not mean that we cannot solve special equations. There are large classes of Diophantine equations which are algorithmically and numerically solvable, see e.g. [1], [20].

Despite many efforts, finding the solutions to Diophantine equations is usually a hard task. Based on this observation, Lin, Chang and Lee [13] suggested a new public key protocol in 1995. A bit later Cusick showed that this protocol is insecure and it can be broken in polynomial time without solving any Diophantine equations [9]. Although such observations, especially in the case of (non-linear) Diophantine equations of high degree, Yosh [22] proposed a key exchange protocol whose security relies on the hardness to find the solutions to the equations.

[^0]We present here a more detailed analysis of the protocol. We show that it can be secure both over finite fields and in the original setting, i.e. over the ring of rational integers. In any case there is a big efficiency bottleneck and indeed the size of the public key is enormous.

It might be true that the theory of cryptography does not profit enough from the theory of Diophantine equation of high degree and vice versa. This is the reason to write these notes.

After the celebrated theorem of Shor [19] that factorization and discrete logarithm can be done with quantum algorithms in polynomial time, there is a big demand to develop new public key protocols. These should be based on problems, which cannot be solved by quantum computers in polynomial time, or at least we should have some evidence. A good overview on such efforts is presented in [3]. We hope that these notes might give a small step toward this direction.

## II. The protocol of Harry Yosh

In this section, we describe with minor modifications and generalizations, the key exchange protocol proposed by H. Yosh [22]. Let $R$ be a commutative ring with unity 1 . Fix $a \in R$ and $b \in \mathbb{N}$ and for $x \in R$, consider the function

$$
T_{a, b}(x)=(x+a)^{b}
$$

Obviously $T_{a, b}$ is a polynomial map from $R$ to $R$. Assume that $b$ is chosen such that $T_{a, b}$ is injective, i.e. invertible. Let $f\left(x_{1}, \ldots, x_{m}\right), g\left(x_{1}, \ldots, x_{m}\right) \in$ $R\left[x_{1}, \ldots, x_{m}\right]$.

To exchange a secret key, Alice and Bob perform the following steps:
(i) Alice chooses a polynomial $f\left(x_{1}, \ldots, x_{m}\right) \in$ $R\left[x_{1}, \ldots, x_{m}\right]$ and compute a solution $\left(r_{1}, \ldots, r_{m}\right) \in R^{m}$ to the Diophantine equation

$$
f\left(x_{1}, \ldots, x_{m}\right)=0
$$

She keeps $\left(r_{1}, \ldots, r_{m}\right)$ secret, but makes $f$ public.
(ii) Bob chooses a polynomial $g\left(x_{1}, \ldots, x_{m}\right) \in$ $R\left[x_{1}, \ldots, x_{m}\right]$ and parameters $a_{1}, \ldots, a_{n} \in R$ as well as $b_{1}, \ldots, b_{n} \in \mathbb{N}$ such that $T_{a_{j}, b_{j}}$ are invertible for $j=1, \ldots, n$. He computes

$$
H\left(x_{1}, \ldots, x_{m}\right)=
$$

$$
=T_{a_{n}, b_{n}}\left(\ldots\left(T_{a_{1}, b_{1}}\left(g\left(x_{1}, \ldots, x_{m}\right)\right)\right) \ldots\right)
$$

and takes an element $h \in H+f R\left[x_{1}, \ldots, x_{n}\right]$.
He keeps $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ secret and makes $g, h$ public.
(iii) Knowing $g, h$ Alice computes $s=g\left(r_{1}, \ldots, r_{m}\right)$ and $u=h\left(r_{1}, \ldots, r_{m}\right)$ and sends $u$ to Bob.
(iv) Bob computes $T_{a_{1}, b_{1}}^{-1}\left(\ldots\left(T_{a_{n}, b_{n}}^{-1}(u)\right) \ldots\right)$, which is $s$, the common secret key of Alice and Bob.

For completeness we prove

## Proposition 1. The protocol is correct.

Proof: Alice can compute $s$ because she knows $g$ and $r_{1}, \ldots, r_{m}$.
As $f\left(r_{1}, \ldots, r_{m}\right)=0$ we have

$$
u=h\left(r_{1}, \ldots, r_{m}\right)=H\left(r_{1}, \ldots, r_{m}\right)
$$

Thus

$$
s=H^{-1}(u)=T_{a_{1}, b_{1}}^{-1}\left(\ldots\left(T_{a_{n}, b_{n}}^{-1}(u)\right) \ldots\right)
$$

and Bob can compute $s$ because he knows $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ and $T_{a_{j}, b_{j}}, j=1, \ldots, n$ are invertible.

In Yosh' analysis, it was only considered one possible attack. The secret key can be computed from common solutions to the system of public equations $f=0, h=u$. Yosh pointed out that one can choose these equations such that the determination via Gröbner bases technique of the common solution still remains a hard task. Unfortunately only few examples were given in the article.

Here, we present a more detailed cryptoanalysis of the protocol of Yosh. In Yosh's original version, only the case $R=\mathbb{Z}$ was investigated and the finite field case was just mentioned. We investigate two cases, when $R=\mathbb{Z}$ and $R$ is a finite field.

Another difference is that Yosh dealt with the map in three parameters $\hat{T}_{a, b, c}(x)=(x+a)^{b}+c$, with $a, c \in R$ and $b \in \mathbb{N}$. By the obvious identity

$$
\begin{gathered}
\hat{T}_{\hat{a}_{n}, \hat{b}_{n}, \hat{c}_{n}}\left(\ldots\left(\hat{T}_{\hat{a}_{1}, \hat{b}_{1}, \hat{c}_{1}}(x)\right) \ldots\right)= \\
=T_{a_{n+1}, b_{n+1}}\left(T_{a_{n}, b_{n}}\left(\ldots\left(T_{a_{1}, b_{1}}(x)\right) \ldots\right)\right)
\end{gathered}
$$

where $a_{1}=\hat{a}_{1}, a_{j}=\hat{a}_{j}+\hat{c}_{j-1}, j=2 \ldots, n, a_{n+1}=$ $\hat{c}_{n}, b_{j}=\hat{b}_{j}, j=1, \ldots, n$ and $b_{n+1}=1$ it is enough to work with our map in two parameters.

We point out that the most serious bottleneck is the size of the public key, especially the size of $h$. To keep this parameter in an acceptable size, we have to use low degree polynomials, in particular $b_{1}, \ldots, b_{n}$ have to be small.

Another important observation is that the equation $f=0$ has to be hard to solve. We show in both cases that this can be achieved with large families of polynomials. In the case of $\mathbb{Z}$ we present a concrete example for which the protocol seems to be secure
and the public key can be computed within some seconds.

A nice feature of the above algorithm is that the parties are coequal during the key generation, both have own secret, which are not known even by the partner. In this respect it is similar to the celebrated Diffie-Hellmann key exchange protocol [12].

## III. Preliminary observations

Remark that in [22] there is no hints for the secure choice of the parameters, only an example and remarks about possible attacks are given. In these notes we concentrate on the possibility of such a choice of the parameters, which is computationally feasible, but seems secure enough. In this part we collected observations, which are independent from the ground ring $R$.

To break the system, i.e. to compute the common key, the enemy has to find the secret parameters $r_{1}, \ldots, r_{m}$ or $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$. The only public information about the former is that $\left(r_{1}, \ldots, r_{m}\right)$ is a solution to the system of equations

$$
\begin{align*}
f\left(x_{1}, \ldots, x_{m}\right) & =0  \tag{1}\\
h\left(x_{1}, \ldots, x_{m}\right) & =u \tag{2}
\end{align*}
$$

To solve such equations one can use Gröbner bases technique [5], [6], [8] or elimination theory. The latter means that choosing one of the unknowns, say $x_{m}$, one computes the resultant $\operatorname{Res}_{x_{m}}(f, h-u)$, which has unknowns one less than those of $f$ or $h$. Moreover the first $m-1$ coordinates of solutions to (1) and (2) are zeroes of the resultant. Thus $m$ has to be at least three because otherwise after the elimination one of the variables in (1) and (2), we would obtain an equation in a univariate polynomial, which is simple to solve.

Key exchange protocols are used several times with the same parameters. In our case $f$ and $\left(r_{1}, \ldots, r_{m}\right)$ can be fixed. After each running the enemy learn a new $h$ and the corresponding $u$. After $\ell$ turns he collects $\ell+1$ public equations for $\left(r_{1}, \ldots, r_{m}\right)$. If $\ell \geq m-2$ then the enemy can easily compute $\left(r_{1}, \ldots, r_{m}\right)$.
Proposition 2. The protocol can be used with the same polynomial $f$ only at most $m-3$-times.

A further observation of similar manner is the following.

Proposition 3. If the adversary can compute many solutions, not necessarily $\left(r_{1}, \ldots, r_{m}\right)$, of (1), then he can compute the element $s$ and break the protocol.

Proof: Indeed, assume that $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in R^{m}$ is a solution to (1) and put $\beta=g\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. As

$$
h=H+f V
$$

for some $V \in R\left[x_{1}, \ldots, x_{m}\right]$, we have $h\left(\alpha_{1}, \ldots, \alpha_{m}\right)=H\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. Thus we get the equation
$\left(\left(\left(\beta+a_{1}\right)^{b_{1}}+a_{2}\right)^{b_{2}}+\ldots+a_{n}\right)^{b_{n}}=h\left(\alpha_{1}, \ldots, \alpha_{m}\right)$.
for $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$. Knowing about $2 n$ solutions of (1) we obtain about $2 n$ equations of form (3), which determine usually the $2 n$ unknowns.

Now we investigate the possible choice of $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$. Let

$$
\begin{gathered}
t(x)=t_{a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}}(x)= \\
=T_{a_{n}, b_{n}}\left(\ldots\left(T_{a_{1}, b_{1}}(x)\right) \ldots\right)= \\
=\left(\left(\left(x+a_{1}\right)^{b_{1}}+a_{2}\right)^{b_{2}}+\ldots+a_{n}\right)^{b_{n}} .
\end{gathered}
$$

It is clear that the degree of $t(x)$ is $b_{1} \cdots b_{n}$. On the other hand its value at each point can be computed by $n$ additions and by at most $O\left(\log b_{1}+\ldots+\log b_{n}\right)$ multiplications. Furthermore, it can be stored on at most $n(A+B)$ bits, where $A$ and $B$ denote the maximal bit length of the representations of $a_{i}$ and $b_{i}, i=1, \ldots, n$ respectively. This means that $t$ admits a very sparse representation. Since polynomials in sparse representations are rare, we cannot expect that $h$ has a similar simple representation. We have to expect that the representation of $h$ is dense, i.e. most of its coefficients are non-zero.

Put $d_{i}=\operatorname{deg}_{x_{i}} g, i=1, \ldots, m$. Then it is clear that

$$
\operatorname{deg}_{x_{i}} H=b_{1} \cdots b_{n} \cdot d_{i}
$$

holds for $i=1, \ldots, m$. Thus $H$ has at most $(1+$ $o(1)) d_{1} \cdots d_{m}\left(b_{1} \cdots b_{n}\right)^{m}$ terms. We obtain $h$ in Step (ii) by adding a suitable multiple of $f$ to $H$. Hence we can control the degree of one of the variables. We may assume that it is $x_{m}$. By the argument above, we expect that a big portion of the coefficients of the terms of $h$ is non-zero, i.e. we have to store about

$$
\begin{equation*}
O\left(d_{1} \cdots d_{m-1}\left(b_{1} \cdots b_{n}\right)^{m-1}\right) \tag{4}
\end{equation*}
$$

non-zero elements of $R$. This means that $n, m, b_{1}, \ldots, b_{n}$ have to be small. To be more specific $b_{1}, \ldots, b_{n} \leq \mathcal{B}$ and $n, m \leq N$, where $\mathcal{B}, N$ are small positive integers.

## IV. The protocol over finite fields

Yosh mentioned in [22] that the protocol works over finite fields too, but no detail is given. We analyze this case in the present section. Set $R=\mathbb{F}_{q}$, where $q$ is a prime power. In practice $q$ is either a large prime or a large power of 2 . It is a classical fact that $x \mapsto x^{b}$ is bijective on $\mathbb{F}_{q}^{*}=\mathbb{F}_{q} \backslash\{0\}$ iff $\operatorname{gcd}(q-1, b)=1$. Combining this fact with the general remarks of Section III we must have $1 \leq b_{i} \leq \mathcal{B}$ and $\operatorname{gcd}\left(q-1, b_{i}\right)=1, i=1, \ldots, n$.

By Proposition 3 the equation $f\left(x_{1}, \ldots, x_{m}\right)=0$ has to be hard to solve. The next theorem, which is the
combination of Theorem 2.1. and Corollary 2.2. The argument by Bérczes, Folláth and Pethő in [4], enables us to define a large class of $f \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{m}\right]$ such that if $q$ is large then this holds with high probability.
Theorem 1. Let

$$
\begin{aligned}
F\left(x_{1}, \ldots, x_{m}\right): & =B\left(x_{1}, \ldots, x_{m}\right)+A\left(x_{1}, \ldots, x_{m}\right) \\
& \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{m}\right]
\end{aligned}
$$

with homogeneous polynomials $A, B$ satisfying $\operatorname{deg} A<\operatorname{deg} B=D, \operatorname{deg}_{x_{i}} B=D$ for each $1 \leq i \leq m$. Further, suppose that there exist indices $1 \leq j_{1}<j_{2} \leq n$ such that the binary form

$$
\begin{equation*}
B\left(0, \ldots, 0, x_{j_{1}}, 0, \ldots, 0, x_{j_{2}}, 0, \ldots, 0\right) \tag{5}
\end{equation*}
$$

has no multiple zero.
Denote by $P_{\text {coll }}(F, \gamma)$ the probability that $F(\boldsymbol{x})$ assumes the value $\gamma \in \mathbb{F}_{q}^{*}$, when $\boldsymbol{x}$ runs uniformly through the elements of $\mathbb{F}_{q}^{m}$. If $q>5 \cdot D^{13 / 3}$, then

$$
P_{\text {coll }}(F, \gamma) \leq \frac{3}{q}
$$

The following construction of $f$ is based on the consequence of Theorem 1.

- Set $q=2^{127}$, which ensures that $\operatorname{gcd}(q-1, p)=$ 1 for $p=3,5,7$.
- Choose homogenous polynomials $A, B \in$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{m}\right]$ subject to the condition (5) and such that $\operatorname{deg} A<\operatorname{deg} B \sim b_{1} \cdots b_{n} / 3$.
- Pick randomly $r_{1}, \ldots, r_{m} \in \mathbb{F}_{q}$ and set $\gamma=$ $B\left(r_{1}, \ldots, r_{m}\right)+A\left(r_{1}, \ldots, r_{m}\right)$. If $\gamma=0$ then choose $r_{1}, \ldots, r_{m}$ again, otherwise set $f=B+$ $A-\gamma$.
Then $\left(r_{1}, \ldots, r_{m}\right)$ is a solution of $f=0$. As $D \sim$ $b_{1} \cdots b_{n} / 3 \sim 7$ the condition $q>5 \cdot D^{13 / 3}$ holds too. By Theorem 1 the chance to find $\left(r_{1}, \ldots, r_{m}\right)$ or a different solution of $f=0$ is extremely low.

Remark that in the first step $q$ can be replaced by a larger power of 2 or by an odd prime of similar size. We have to be care to the condition $\operatorname{gcd}(q-1, p)=1$ for all primes $p \leq \mathcal{B}$. In [4] it was proved that there exists a large class of polynomials, which satisfy the assumptions of step 2.

We suggest that Bob chooses $a_{1}, \ldots, a_{n} \in \mathbb{F}_{q}^{*}$ randomly. This is appropriate because in Step (iii) of the algorithm Alice makes public the value $u=$ $h\left(r_{1}, \ldots, r_{m}\right)$. Thus the equation

$$
\left(\left(\left(s+a_{1}\right)^{b_{1}}+a_{2}\right)^{b_{2}}+\ldots+a_{n}\right)^{b_{n}}=u
$$

is known for everybody, but the element $s$ is not known. We may assume without loss of generality $b_{n}=1$ because one can compute small degree roots in finite fields or in $\mathbb{Z}$ in probabilistic polynomial time. Thus our equation has the form

$$
x^{b}+y=c
$$

where $c$ and $b$ are known, but $x, y$ are unknown elements of $\mathbb{F}_{q}$. Thus the adversary has no chance to find the hidden solution $s$.

To hide $H$ we suggest to choose $V \in$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{m}\right]$ randomly of low degree, and put $h=H+f V$.

Proposition 4. With the above choice the key exchange protocol of Yosh over finite fields is secure.

## V. The Case $R=\mathbb{Z}$

The map $T_{a, b}$ is injective if and only if $b$ is odd.
In Step (iii) of the algorithm, Alice make public the value $u=h\left(r_{1}, \ldots, r_{m}\right)$. Thus the equation

$$
\begin{equation*}
\left(\left(\left(s+a_{1}\right)^{b_{1}}+a_{2}\right)^{b_{2}}+\ldots+a_{n}\right)^{b_{n}}=u \tag{6}
\end{equation*}
$$

is known for everybody, but $s$ is not known. We pointed out in the finite field case that $b_{n}=1$ can be assumed without loss of generality. Thus our equation has the form

$$
x^{b}+y=c
$$

where $c$ is a known integer, $b$ may be assumed to have some small values and $x, y$ are unknown integers. Let $y_{0}$ be the nearest integer to $c^{1 / b}$ and compute the two sided sequence $\left(y_{0} \pm k\right)^{b}, k=0,1, \ldots$ until $c$ appears. If the equation has a small solution in $y$, say $|y| \leq$ $10^{7}$, then with the above procedure, it will be quickly found.
Proposition 5. We may assume $b_{n}=1$. The parameters $a_{1}, \ldots, a_{n}$ should be sufficiently large, say $\left|a_{i}\right| \geq 10^{8}, i=1, \ldots, n$.

Let $a=\max \left\{\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right\}$. We have to expect that the absolute value most of the coefficients of $t(x)$ hence of $H, h$ are as large as $a^{b_{1} \cdots b_{n-1}}$, which is $10^{72}$ even for the smallest possible parameter values $n=$ $4, b_{1}=b_{2}=b_{3}=3$. By (4), we have to store and transmit $3^{9} \cdot d_{1} \ldots d_{m-1}$ integers. In the simplest case, namely choosing $g$ to be linear, we have to transmit about $10^{4}$ coefficients of size $10^{72}$. This is a very large amount of data. Below we give a concrete example showing this fact.

Now we come back to the choice of $f$. By Proposition $3 f$ has to be such that the equation $f=0$ is hard to solve. We suggest to choose $f$ a diagonal polynomial, i.e. of form $c_{1} x_{1}^{d_{1}}+\ldots+c_{m} x_{m}^{d_{m}}-c_{m+1}$ with $d_{1}, \ldots, d_{m} \geq 2$. First of all these polynomials are very simple. It is an important aspect to compute $h$ and one solution of the equation $f=0$.

On the other hand diagonal polynomials are complicated enough, i.e. by careful choice of $c_{1}, \ldots, c_{m+1}, d_{1}, \ldots, d_{m}$ the adversary can hardly find a solution of the diophantine equation $c_{1} x_{1}^{d_{1}}+$ $\ldots+c_{m} x_{m}^{d_{m}}-c_{m+1}=0$. Indeed, it is well known that if at most one exponent is equal to two and we fix the values of $m-2$ variables, then the resulting single
equation in two-variables has only finitely many solutions. Moreover it is usually hard to find a solution provided the coefficients are large. If two exponents are equal to 2 then we may get equations of form $x^{2}-d y^{2}=m$ with infinitely many integer solutions, but the computation of the fundamental solutions is hard. For example, it is well known that finding a solution of $x^{2}-y^{2}=n$ such that $x-y \neq \pm 1, \pm n$ is equivalent to finding a non-trivial factor of $n$, see e.g. [17].

Choose $d_{1} \leq \ldots \leq d_{m}$ according to the last paragraph and such that they are small, say $d_{i} \leq$ $7, i=1, \ldots, m$. Let $v$ be a positive integer, which we specify later. After fixing $d_{1}, \ldots, d_{m}$ it is not wise to choose $c_{1}, \ldots, c_{m}$ and $c_{m+1}$, because the success probability for the solution of a given equation is the same for everybody. Alice has to carry out in a different manner. She chooses a solution and after this she searches for an equation with the prescribed solution. To be more specific, she chooses $r_{1}, \ldots, r_{m}, c_{m+1} \in \mathbb{Z}$ randomly subject to the conditions $\left|r_{i}\right|^{d_{i}} \leq 2^{v}, i=1, \ldots, m,\left|c_{m+1}\right| \leq 2^{v}$ and such that $\operatorname{gcd}\left(r_{1}, \ldots, r_{m}\right)=1$. The number of possibilities is about $2^{v\left(1+\frac{1}{d_{1}}+\ldots+\frac{1}{d_{m}}\right)}$. Then she computes $c_{1}, \ldots, c_{m}$ by solving the linear Diophantine equation

$$
c_{m+1}=c_{1} r_{1}^{d_{1}}+\ldots+c_{m} r_{m}^{d_{m}}
$$

The assumptions are such that this equation is solvable and that it has infinitely many solutions. From this infinite collection we suggest to choose $c_{1}, \ldots, c_{m}$ such that they have similar size. Performing this process Alice has the polynomial $f$ and knows a solution to (1). On the other hand, finding a solution for other peoples (or finding another solution for Alice) is hopeless.

It remains to specify $v$. It must be so large that a brute force attack is hopeless. This means that the number of choices of the parameters must be large, at least $2^{128}$. This implies the inequality

$$
v\left(1+\frac{1}{d_{1}}+\ldots+\frac{1}{d_{m}}\right) \geq 128
$$

We suggest to choose $g$ randomly among the quadratic or linear polynomials.

There is no canonical choice for $h \in H+$ $f \mathbb{Z}\left[x_{1}, \ldots, x_{m}\right]$, provided $m>1$. One can fix a variable, say $x_{m}$, and consider $H, f$ as polynomials in $x_{m}$ with coefficients in the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{m-1}\right]$. Then one can compute the remainder of $H$ modulo $f$. The choice of the variable considerably influences the size of $h$. We give an example below. Another possibility for the choice of $h$ is that we pick a polynomial $V \in \mathbb{Z}\left[x_{1}, \ldots, x_{m}\right]$ randomly and put $h=H+f V$.

Finally we present a concrete example, which might satisfy the security requirements and the size of the
public key is beyond the possibilities. ${ }^{1}$ Set $m=$ $4, n=3$ and choose the polynomials as follows.

$$
\begin{aligned}
f= & c_{1} x_{1}^{2}+c_{2} x_{2}^{5}+c_{3} x_{3}^{3}+c_{4} x_{4}^{7}+c_{5} ; \\
c_{1}= & 1004439616068996251566977588899652 \\
& 58647, \\
c_{2}= & -349810512301185120181179486451994 \\
& 47959092 \\
c_{3}= & 36379686253405252442775297079115999 \\
& 38738364717062704444171396361954364, \\
c_{4}= & -707541245602739546204021071493995 \\
& 8108817512020742239926498242401, \\
c_{5}= & -987654323456789876543216543205678 \\
& 96543210567, \\
g= & 3 x_{1}+5 x_{2}^{2}+7 x_{1} x_{2}+93 x_{3}^{3}+753 x_{4}, \\
H= & \left((g+734367)^{3}+537769\right)^{5}+56478587 .
\end{aligned}
$$

A solution of $f=0$ is
$x_{1}=235452462352353121512, x_{2}=43689743$,
$x_{3}=43216789765432, x_{4}=4567973$.
We left to the readers to find a different solution. With these parameters the computation of $h$ took some seconds. It has 2107 terms and the internal representation in MAPLE has length 800327.
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