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#### Abstract

For a wide class of one-parameter families of Thue equations of arbitrary degree $n \geq 3$ all solutions are determined if the parameter is sufficiently large. The result is based on the Lang-Waldschmidt conjecture, on the primitivity of the associated number fields and on an index bound, which does not depend on the coefficients. Applying the theory of Hilbertian fields and results on thin sets, primitivity is proved for almost all choices (in the sense of density) of the parameters.
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## 1 Introduction

For an algebraic number field $\mathbb{K}$, we denote by $N_{\mathbb{K} / \mathbb{Q}}$ the norm for $\mathbb{K} / \mathbb{Q}$. If $\mathbb{K}=\mathbb{Q}(\alpha)$, where $\alpha$ is an algebraic integer, then the polynomial $F(x, y)=N_{\mathbb{K} / \mathbb{Q}}(x-\alpha y)$ is an irreducible polynomial over $\mathbb{Z}$, and the binary diophantine equation

$$
F(x, y)=1
$$

is called a Thue equation . Bombieri and Schmidt [BSch] proved that the number of solutions of a Thue equation of degree $n \geq 3$ is at most $O(n)$, and they observed that this result is best possible. Indeed, the Thue equation

$$
\prod_{i=1}^{n}\left(x-a_{i} y\right)+y^{n}=1
$$

with distinct integers $a_{i} \in \mathbb{Z}$, has at least $n+1$ solutions, namely

$$
(x, y)=(1,0),\left(a_{1}, 1\right),\left(a_{2}, 1\right), \ldots,\left(a_{n}, 1\right) .
$$

In this paper, we shall be concerned with the Thue equation

$$
\begin{equation*}
\prod_{i=1}^{n}\left(x-a_{i} y\right) \pm y^{n}= \pm 1 \tag{1}
\end{equation*}
$$

and we shall call any solution of (1) of the form $\pm(x, y)=(1,0)$ or $\pm(x, y)=\left(a_{i}, 1\right)$ a trivial solution.

For $n=3, a_{1}=0, a_{2}=1, a_{3}=a \in \mathbb{Z}$, Mignotte and Tzanakis [MT] proved that if $|a|>3.67 \cdot 10^{32}$, then (1) has only one non-trivial solution, namely $(x, y)=(-a+3,-a+2)$.

For $n=4, a_{1}=0, a_{2}=1, a_{3}=-1, a_{4}=a \in \mathbb{Z}$, equation (1) was completely solved for $|a| \geq 2$ by Mignotte, Pethö and Roth [MPR] (for $|a|>10^{28}$ already by Pethö $[\mathrm{Pe}]$ ). In this case, there is again exactly one (parametrized) non-trivial solution, namely $(x, y)=(1,-a)$.
E. Thomas [Th] investigated equation (1) in the case, where the coefficients $a_{i}$ are integer polynomials of distinct degrees in an integer variable $a, a_{i}=a_{i}(a) \in \mathbb{Z}[a]$. He conjectured that (1) has only the trivial solutions if $a$ is large enough, and pointed out that the conjecture might also be true in specific cases of polynomials of equal degrees. In the case $n=3, a_{1}=0, a_{2}=a^{k}, a_{3}=a^{l}$, where $a \in \mathbb{Z}$ and $0<k<l$ are integers, Thomas proved in [Th] that for $a \geq\left(2 \cdot 10^{6}(k+2 l)\right)^{4.85 /(l-k)}$, (1) has only the trivial solutions.

In section 4 we shall examine Thomas' conjecture in the case where $a_{1}, \ldots, a_{n-1}$ are distinct integers and $a_{n}=a$ is an integral parameter. We make the additional assumption that the algebraic number field $\mathbb{K}=\mathbb{Q}(\alpha)$, where $\alpha$ is a root of the polynomial

$$
P(x)=\prod_{i=1}^{n}\left(x-a_{i}\right) \pm 1 \in \mathbb{Z}[x],
$$

is primitive. We investigate the unit group of the order $\mathcal{O}=\mathbb{Z}[\alpha]$ of $\mathbb{K}$ and derive, using the lower regulator bound of M. Pohst, an upper bound for certain linear forms in logarithms
of algebraic numbers. Unfortunately, this upper bound is not sharp enough to prove Thomas' conjecture by comparing it even with the best known lower bounds for linear forms in logarithms, see e.g. [BW]. However, assuming the Lang-Waldschmidt conjecture [La1], we are able to prove Thomas' conjecture in the cases described above (Theorem 4.1). On account of this result, the equations of degree 3 and 4 cited above, which possess a parametrized non-trivial solution, should be considered as singular phenomena.

Algebraic number fields $\mathbb{K}=\mathbb{Q}(\alpha)$, where $\alpha$ is a zero of a polynomial $P(x)$ as above, were first considered by Ankeny, Brauer and Chowla [ABC] as examples of number fields which usually have a large class number. Therefore we call these fields Ankeny-BrauerChowla number fields.

In section 2 we investigate the unit groups involved. We do this in a slightly more general setting, allowing also complex conjugates. In order to apply the lower regulator bounds of Pohst, we must assume that our number field is primitive. We have no explicit condition which guarantees primitivity for a large class of equations. However, we shall prove that in almost all cases (in the sense of density) the Galois group of the generating polynomial is the symmetric one, which in particular implies primitivity. Again, the investigations concerning the Galois group will be performed in a more general setting. This is done in section 3 .

## 2 The Unit Group

We start by specifying notations and assumptions which remain valid throughout this chapter. Let $s, t \in \mathbb{N}_{0}$ be such that $n=s+2 t \geq 3$ and $r=s+t-1 \geq 1$. Suppose that $d \in \mathbb{Z} \backslash\{0\}, a_{1}, \ldots, a_{s} \in \mathbb{Z}$, and let $a_{s+1}, \ldots, a_{n} \in \mathbb{C}$ be imaginary-quadratic integers such that $a_{j+t}=\overline{a_{j}}$ for $s+1 \leq j \leq s+t$. We make the following two assumptions $\underline{\text { A. and B. . }}$
A. For all $1 \leq i<j \leq n, d \mid\left(a_{i}-a_{j}\right)$ and $\left|a_{i}-a_{j}\right| \geq 1$.
B. Either

B1. $s \geq 1$ and $a=a_{s} \geq 3$ is sufficiently large, compared with $a_{1}, \ldots, a_{s-1}, a_{s+1}, \ldots, a_{n}$. or

B2. The following two inequalities hold:

$$
\begin{gather*}
\left|a_{i}-a_{j}\right| \geq \max \{2,|d|\} \text { for } 1 \leq i<j \leq n  \tag{2}\\
\prod_{\substack{j=1 \\
j \neq i}}^{n}\left(\left|a_{i}-a_{j}\right|-\frac{1}{3}\right)>\max \left\{3|d|, n^{\frac{5}{4}}\right\} \text { for } 1 \leq i \leq n \tag{3}
\end{gather*}
$$

Note that condition (3) is not a very restrictive one. It follows from (2) whenever $n \geq 5$ or $|d|>3$. Also in the remaining cases $(n=3,4$ and $|d| \leq 3)$ there are only some special constellations of $a_{1}, \ldots, a_{n}$ in which (3) is violated.

Now we set

$$
n^{*}=\left\{\begin{array}{ll}
1 & \text { if }|d|=1 \\
n & \text { if }|d|>1
\end{array}, \quad e_{j}=\left\{\begin{array}{ll}
1 & \text { for } 1 \leq j \leq s \\
2 & \text { for } s+1 \leq j \leq s+t
\end{array} \quad, \quad \delta=\left\{\begin{array}{ll}
\frac{2}{a} & \text { in case } \underline{\mathbf{B 1 .}} \\
\frac{1}{3} & \text { in case } \underline{\mathbf{B 2} .}
\end{array} .\right.\right.\right.
$$

For $1 \leq i \leq n$, we put $D_{i}=\prod_{\substack{j=1 \\ j \neq i}}^{n}\left(\left|a_{i}-a_{j}\right|-\delta\right)$, and we obtain in both cases

$$
D_{i}>\max \left\{\frac{|d|}{\delta}, n^{\frac{5}{4}}\right\}
$$

Indeed, in case B2. this is just (3), and in case B1. the inequality is valid for sufficiently large $a$.

We consider the polynomial

$$
P(x)=\prod_{j=1}^{n}\left(x-a_{j}\right)-d \in \mathbb{Z}[x],
$$

and we formulate our preliminary results in a series of Lemmas.
Lemma 2.1 The polynomial $P(x)$ has $n$ distinct zeroes $\alpha_{1}, \ldots, \alpha_{n}$, which can be indexed in such a way that

$$
\alpha_{1}, \ldots, \alpha_{s} \in \mathbb{R}, \quad \alpha_{j+t}=\overline{\alpha_{j}} \quad \text { for } s+1 \leq j \leq s+t
$$

and

$$
\begin{equation*}
\left|\alpha_{j}-a_{j}\right|<\delta \quad \text { for } 1 \leq j \leq n \tag{4}
\end{equation*}
$$

They satisfy the inequalities

$$
(1-\delta)\left|a_{i}-a_{j}\right| \leq\left|a_{i}-a_{j}\right|-\delta<\left|\alpha_{i}-a_{j}\right|<(1+\delta)\left|a_{i}-a_{j}\right|
$$

for all $1 \leq i, j \leq n$ with $i \neq j$, and

$$
\frac{|d|}{(1+\delta)^{n-1}}<\left|\alpha_{j}-a_{j}\right| \prod_{\substack{i=1 \\ i \neq j}}^{n}\left|a_{i}-a_{j}\right|<\frac{|d|}{(1-\delta)^{n-1}}
$$

for all $1 \leq j \leq n$.
Proof. We set $d=|d| \varepsilon$ with $\varepsilon \in\{ \pm 1\}$, and we may assume that $a_{1}<a_{2}<\ldots<a_{s}$. For $1 \leq i \leq s$, we have $\varepsilon P\left(a_{i}\right)=-|d|<0$, and

$$
\varepsilon P\left(a_{i}+(-1)^{s-i} \varepsilon \delta\right) \geq \delta \prod_{\substack{j=1 \\ j \neq i}}^{n}\left(\left|a_{i}-a_{j}\right|-\delta\right)-|d|=\delta D_{i}-|d|>0 .
$$

Therefore $P$ has a real zero $\alpha_{i}$ between $a_{i}$ and $a_{i}+(-1)^{s-i} \varepsilon \delta$.
For $s+1 \leq i \leq s+t$ and $\xi \in \mathbb{C}$ with $|\xi|=\delta$, we have

$$
\left|P\left(a_{i}+\xi\right)+d\right|=\prod_{j=1}^{n}\left|a_{i}-a_{j}+\xi\right| \geq \delta \prod_{\substack{j=1 \\ j \neq i}}^{n}\left(\left|a_{i}-a_{j}\right|-\delta\right)=\delta D_{i}>|d|
$$

Thus by Rouché's theorem, $P$ has exactly one zero in the disc with radius $\delta$ around $a_{i}$. The other inequalities follow easily by using the triangle inequality and

$$
\prod_{i=1}^{n}\left|\alpha_{i}-a_{j}\right|=|d|
$$

Using the zeroes $\alpha_{1}, \ldots, \alpha_{n}$ of $P(x)$ as specified in Lemma 2.1 we define, for $1 \leq i \leq n$ and $1 \leq j \leq s+t$, numbers $\eta_{i j} \in \mathbb{Z}\left[\alpha_{i}\right]$ as follows. For $|d|=1$,

$$
\eta_{i j}=\left\{\begin{array}{ll}
\alpha_{i}-a_{j} & \text { if } 1 \leq j \leq s \\
\left(\alpha_{i}-a_{j}\right)\left(\alpha_{i}-\overline{a_{j}}\right) & \text { if } s+1 \leq j \leq s+t
\end{array} .\right.
$$

For $|d|>1$,

$$
\eta_{i j}=\left\{\begin{array}{ll}
\frac{\left(\alpha_{i}-a_{j}\right)^{n}}{d} & \text { if } 1 \leq j \leq s \\
\frac{\left(\left(\alpha_{i}-a_{j}\right)\left(\alpha_{i}-\overline{a_{j}}\right)\right)^{n}}{d^{2}} & \text { if } s+1 \leq j \leq s+t
\end{array} .\right.
$$

As in [H-K1], we see that $\eta_{i j} \in \mathbb{Z}\left[\alpha_{i}\right]$ are units in $\mathbb{Z}\left[\alpha_{i}\right]$ satisfying $\prod_{j=1}^{s+t} \eta_{i j}= \pm 1$. Concerning their size, Lemma 2.1 implies, for $i \neq j$,

$$
\left.\begin{array}{ll}
(1-\delta)^{n^{*}} \leq\left|\eta_{i j}\right| \frac{|d|}{\left|a_{i}-a_{j}\right| n^{*}} & \leq(1+\delta)^{n^{*}} \quad \text { if } 1 \leq j \leq s  \tag{5}\\
(1-\delta)^{2 n^{*}} \leq\left|\eta_{i j}\right| \frac{|d|^{2}}{\left(\left|a_{i}-a_{j}\right|\left|a_{i}-\overline{a_{j}}\right|\right)^{n^{*}}} & \leq(1+\delta)^{2 n^{*}} \quad \text { if } s+1 \leq j \leq s+t
\end{array}\right\}
$$

## Lemma 2.2

i) $P(x)$ is irreducible.
ii) For $1 \leq j \leq s+t$, the numbers $\eta_{i j}(1 \leq i \leq s)$ are the real conjugates, and the numbers $\eta_{i, j}, \eta_{i+t, j}=\overline{\eta_{i, j}}(s+1 \leq i \leq s+t)$ are the pairs of complex conjugates of $\eta_{1, j}$.
iii) Every subsystem of size $r$ of $\eta_{11}, \ldots, \eta_{1, s+t}$ is a system of independent units of $\mathbb{Z}\left[\alpha_{1}\right]$.

Proof. In case B2. , (5) implies $\left|\eta_{i j}\right|>1$ for $i \neq j$. Hence the assertions follow as in [H-K2], Lemma 3 and [H-K1], Satz 2.

Now suppose that B1. holds. We use the $o$ - and $O$-notation for $a \rightarrow \infty$ (note that the constants depend on $d, a_{1}, \ldots, a_{s-1}, a_{s+1}, \ldots, a_{s+t}$ ). (5) implies for $i \neq j$

$$
\left|\eta_{i j}\right|= \begin{cases}\left(\frac{a^{n^{*}}}{|d|}\right)^{e_{j}}(1+o(1)) & \text { if } i=s \text { or } j=s, \\ e^{O(1)} & \text { if } i \neq s \text { and } j \neq s\end{cases}
$$

i) Assume on the contrary that $P$ is reducible. Then $P$ possesses a monic irreducible factor $Q \in \mathbb{Z}[x]$ such that $Q\left(\alpha_{s}\right) \neq 0$. If $\left\{\alpha_{i} \mid i \in I\right\}$ is the set of zeroes of $Q$, then the corresponding set $\left\{\eta_{i s} \mid i \in I\right\}$ is a full system of conjugated algebraic units, each of modulus greater than 1 , a contradiction.
ii) is an obvious consequence of i).
iii) Since $\eta_{1,1} \cdot \ldots \cdot \eta_{1, s+t}= \pm 1$ it is sufficient to prove that $\left\{\eta_{1 j} \mid 1 \leq j \leq s+t, j \neq s\right\}$ is a system of independent units. We calculate its regulator $R_{\eta}$. By definition,

$$
R_{\eta}=\left|\operatorname{det}\left[e_{i} \log \left|\eta_{i j}\right|\right]_{\substack{1 \leq i, j \leq s+t \\ i, j \neq s}}\right|=(\log a)^{r}\left|\operatorname{det}\left[e_{i} \frac{\log \left|\eta_{i j}\right|}{\log a}\right]_{\substack{1 \leq i, j \leq s+t \\ i, j \neq s}}\right| .
$$

For $s \neq i \neq j \neq s$ we have $e_{i} \frac{\log \left|\eta_{i j}\right|}{\log a}=o(1)$. For $i=j \neq s$, the estimate

$$
\left|\eta_{j j}\right|< \begin{cases}\frac{2}{a} & \text { if } 1 \leq j \leq s \\ \frac{2}{a}\left(\left|a_{j}-\overline{a_{j}}\right|+\frac{2}{a}\right) & \text { if } s+1 \leq j \leq t\end{cases}
$$

implies $e_{j} \frac{\log \left|\eta_{j j}\right|}{\log a}<-1+o(1)$. If $a$ is sufficiently large, we obain $R_{\eta} \neq 0$, and the assertion follows.

Since $P$ is irreducible, the algebraic number field $\mathbb{K}=\mathbb{Q}\left(\alpha_{1}\right)$ is of degree $n$ with $s$ real and $t$ complex conjugates. We consider the order $\mathcal{O}=\mathbb{Z}\left[\alpha_{1}\right]$ of $\mathbb{K}$, we denote by $D_{\mathcal{O}}$ its discriminant, by $U_{\mathcal{O}}$ its group of units and by $R_{\mathcal{O}}$ its regulator. Let $U_{\eta}$ be the subgroup of $U_{\mathcal{O}}$ generated by $\eta_{1,1}, \ldots, \eta_{1, s+t}$ and $R_{\eta}$ its regulator. It is well known that

$$
\left(U_{\mathcal{O}}: U_{\eta}\right)=w \frac{R_{\eta}}{R_{\mathcal{O}}}
$$

where $w$ denotes the index of the torsion subgroups of $U_{\mathcal{O}}$ and $U_{\eta}$. We shall obtain an upper bound for the index $\left(U_{\mathcal{O}}: U_{\eta}\right)$ which only depends on $s$ and $t$, provided that $\mathbb{K}$ is primitive (i.e. there are no intermediate fields between $\mathbb{Q}$ and $\mathbb{K}$ ). For $w$ we have the trivial bound $w \leq \psi(s, t)$, where $\psi(s, t)=2$ if $s \geq 1$, and $\psi(0, t)=\max \{k \in \mathbb{N}|\varphi(k)| 2 t\}$.

Lemma 2.3 We have

$$
R_{\eta} \leq\left(\frac{2 n^{*}}{r}\left(n^{2} \log \frac{1+\delta}{1-\delta}+\log \prod_{j=1}^{n} D_{j}\right)\right)^{r}
$$

Proof. By Hadamard's inequality,

$$
\begin{aligned}
R_{\eta} & =\left|\operatorname{det}\left[e_{i} \log \left|\eta_{i j}\right|\right]_{1 \leq i, j \leq r}\right| \leq \prod_{j=1}^{r}\left(\sum_{i=1}^{r}\left(e_{i} \log \left|\eta_{i j}\right|\right)^{2}\right)^{1 / 2} \\
& \leq \prod_{j=1}^{r}\left(\sum_{i=1}^{s+t} e_{i}|\log | \eta_{i j}| |\right)=\prod_{j=1}^{r}\left(\sum_{\substack{i=1 \\
\left|\eta_{i j}\right|>1}}^{s+t} e_{i} \log \left|\eta_{i j}\right|-\sum_{\substack{i=1 \\
\left|\eta_{i j}\right|<1}}^{s+t} e_{i} \log \left|\eta_{i j}\right|\right) \\
& =2^{r} \prod_{j=1}^{r}\left(\sum_{\substack{i=1 \\
\left|\eta_{i j}\right|>1}}^{s+t} e_{i} \log \left|\eta_{i j}\right|\right),
\end{aligned}
$$

since $\sum_{i=1}^{s+t} e_{i} \log \left|\eta_{i j}\right|=\log \left|N_{\mathbb{K} / \mathbb{Q}}\left(\eta_{1 j}\right)\right|=0$.
Using the inequality between the arithmetic and the geometric mean, we obtain

$$
\left|R_{\eta}\right| \leq\left(\frac{2}{r} \log \prod_{j=1}^{r} \prod_{\substack{i=1 \\\left|\eta_{i j}\right|>1}}^{s+t}\left|\eta_{i j}\right|^{e_{i}}\right)^{r}
$$

Now (5) implies, for $1 \leq j \leq r$,

$$
\prod_{\substack{i=1 \\\left|\eta_{i j}\right|>1}}^{s+t}\left|\eta_{i j}\right|^{e_{i}} \leq\left[(1+\delta)^{n} \prod_{\substack{i=1 \\ i \neq j}}^{n}\left|a_{i}-a_{j}\right|\right]^{n^{*} e_{j}} \leq\left(\left(\frac{1+\delta}{1-\delta}\right)^{n} D_{j}\right)^{n^{*} e_{j}},
$$

and consequently

$$
\prod_{j=1}^{r} \prod_{\substack{i=1 \\\left|\eta_{i j}\right|>1}}^{s+t}\left|\eta_{i j}\right|^{e_{i}} \leq\left(\left(\frac{1+\delta}{1-\delta}\right)^{n^{2}} \cdot \prod_{j=1}^{n} D_{j}\right)^{n^{*}}
$$

which implies the assertion.

Lemma 2.4 If $\mathbb{K}$ is primitive, then

$$
R_{\mathcal{O}} \geq\left(\frac{3}{n\left(n^{2}-1\right)-6 t}\right)^{\frac{r}{2}}\left(\frac{2^{t}}{n \gamma_{r}^{r}}\right)^{\frac{1}{2}}\left(\log \prod_{j=1}^{n} D_{j}-n \log n\right)^{r}
$$

Proof. By [PZ], ch. 5.6, (6.22), we have

$$
R_{\mathcal{O}} \geq\left(\frac{3}{n\left(n^{2}-1\right)-6 t}\right)^{\frac{r}{2}}\left(\frac{2^{t}}{n \gamma_{r}^{r}}\right)^{\frac{1}{2}}\left(\log \left|D_{\mathcal{O}}\right|-n \log n\right)^{r}
$$

provided that $\mathbb{K}$ is primitive and $\left|D_{\mathcal{O}}\right|>n^{n}$. Since

$$
\left|D_{\mathcal{O}}\right|=\prod_{j=1}^{n}\left|P^{\prime}\left(\alpha_{j}\right)\right|=\prod_{j=1}^{n} \prod_{\substack{i=1 \\ i \neq j}}^{n}\left|\alpha_{j}-a_{i}\right| \geq \prod_{j=1}^{n} \prod_{\substack{i=1 \\ i \neq j}}^{n}\left(\left|a_{i}-a_{j}\right|-\delta\right)=\prod_{j=1}^{n} D_{j}>n^{\frac{5}{4} n}
$$

the assertion follows.


$$
\left(U_{\mathcal{O}}: U_{\eta}\right) \leq \psi(s, t)\left(\frac{16 n n^{*}}{r}\right)^{r}\left(\frac{n\left(n^{2}-1\right)-6 t}{3}\right)^{\frac{r}{2}}\left(\frac{n \gamma_{r}^{r}}{2^{t}}\right)^{\frac{1}{2}}
$$

Proof. By Lemmata 2.3 and 2.4,

$$
\begin{aligned}
\left(U_{\mathcal{O}}: U_{\eta}\right) & \leq \psi(s, t) \frac{R_{\eta}}{R_{\mathcal{O}}} \\
& \leq \psi(s, t)\left(\frac{2 n^{*}}{r}\right)^{r}\left(\frac{n\left(n^{2}-1\right)-6 t}{3}\right)^{\frac{r}{2}}\left(\frac{n \gamma_{r}^{r}}{2^{t}}\right)^{\frac{1}{2}}\left(\frac{n^{2} \log \frac{1+\delta}{1-\delta}+\log \prod_{j=1}^{n} D_{j}}{\log \prod_{j=1}^{n} D_{j}-n \log n}\right)^{r}
\end{aligned}
$$

Since $D_{1} \cdot \ldots \cdot D_{n}>n^{\frac{5}{4} n}$, we obtain $\log \prod_{j=1}^{n} D_{j}-n \log n>\frac{1}{4} n \log n$, and consequently

$$
\frac{n^{2} \log \frac{1+\delta}{1-\delta}+\log \prod_{j=1}^{n} D_{j}}{\log \prod_{j=1}^{n} D_{j}-n \log n}<\frac{4 n^{2} \log 5}{n \log n}+5<8 n
$$

which implies the Theorem.

## 3 The Galois Group

Definition 3.1 Let $m \geq 2, d \neq 0, s \geq 0, t \geq 0$ be integers such that $n=s+2 t \geq 2$.
a) A vector $\left(a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{t}, c_{1}, \ldots, c_{t}\right) \in \mathbb{Z}^{n}$ is called admissible if the following conditions are fulfilled:
(A1) $a_{i}-a_{j} \equiv a_{i}-b_{l} \equiv b_{k}-b_{l} \equiv 0 \bmod m d$ for all $i, j \in\{1, \ldots, s\}$ and $k, l \in\{1, \ldots, t\}$.
(A2) $b_{j}^{2}-c_{j}<0$ and $b_{j}^{2}-c_{j} \equiv 0 \bmod d^{2}$ for all $j \in\{1, \ldots, t\}$.
(A3) The polynomial

$$
P(x)=\prod_{i=1}^{s}\left(x-a_{i}\right) \prod_{j=1}^{t}\left(x^{2}-2 b_{j} x+c_{j}\right)-d \in \mathbb{Z}[x]
$$

is irreducible and has the symmetric group $\mathfrak{S}_{n}$ as its Galois group over $\mathbb{Q}$.
b) Suppose that $s \geq 1$. We say that a vector $\vec{a}=\left(a_{2}, \ldots, a_{s}, b_{1}, \ldots, b_{t}, c_{1}, \ldots, c_{t}\right) \in$ $\mathbb{Z}^{n-1}$ has an admissible completion if for $X>0$

$$
\#\left\{a_{1} \in \mathbb{N} \mid a_{1}<X,\left(a_{1}, \mathbf{a}\right) \in \mathbb{Z}^{n} \text { is not admissible }\right\} \ll \sqrt{X} \log X
$$

Theorem 3.1 Let the notations be as in the definition.
i) For $X>0$, we have

$$
\#\left\{\mathbf{x} \in \mathbb{Z}^{n} \mid \mathbf{x} \text { is admissible, }|\mathbf{x}| \leq X\right\} \gg X^{n}
$$

ii) Suppose that $s \geq 1$. Then we have for $X>0$

$$
\#\left\{\mathbf{x} \in \mathbb{Z}^{n-1} \mid \mathbf{x} \text { has an admissible completion, }|\mathbf{x}| \leq X\right\} \gg X^{n-1}
$$

For the proof of Theorem 3.1 we need several preparations from Galois theory and from the theory of Hilbertian fields and thin subsets. We start with Galois theory.

Proposition 3.1 Let $k$ be a field, $n \in \mathbb{N}, n \geq 2$ and $\operatorname{char}(k) \nmid n(n-1)$. Let $T_{1}, \ldots, T_{n}$ be (algebraically independent) indeterminates over $k, d \in k^{\times}$and

$$
P(x)=\prod_{i=1}^{n}\left(x-T_{i}\right)-d \in k\left(T_{1}, \ldots, T_{n}\right)[x] .
$$

Then $P$ has the symmetric group $\mathfrak{S}_{n}$ as its Galois group over $k\left(T_{1}, \ldots, T_{n}\right)$.
Proof. Let $s_{i} \in k\left[T_{1}, \ldots, T_{n}\right]$ be the $i$-th elementary symmetric polynomial in $T_{1}, \ldots, T_{n}$; then

$$
P(x)=x^{n}+\sum_{i=1}^{n-1}(-1)^{i} s_{i} x^{n-i}+(-1)^{n} s_{n}-d
$$

Let $M$ be a fixed algebraic closure of $k\left(T_{1}, \ldots, T_{n}\right)$, let $K$ be the splitting field of $P$ over $k\left(s_{1}, \ldots, s_{n}\right)$ inside $M$, and consider the field $L=k\left(T_{1}, \ldots, T_{n}\right) \cap K$. Then $K\left(T_{1}, \ldots, T_{n}\right)$ is the splitting field of $P$ over $k\left(T_{1}, \ldots, T_{n}\right)$, and

$$
\operatorname{Gal}\left(K\left(T_{1}, \ldots, T_{n}\right) / k\left(T_{1}, \ldots, T_{n}\right)\right)=\operatorname{Gal}(K / L)
$$

Therefore it is sufficient to prove that $\operatorname{Gal}(K / L)=\mathfrak{S}_{n}$.
Since the coefficients of $P(x)$ are algebraically independent over $k$ and generate $k\left(s_{1}, \ldots, s_{n}\right)$, the Galois group of $K / k\left(s_{1}, \ldots, s_{n}\right)$ is the symmetric group $\mathfrak{S}_{n}$, and hence $\operatorname{Gal}(K / L)<\mathfrak{S}_{n}$. Since $k\left(T_{1}, \ldots, T_{n}\right) / k\left(s_{1}, \ldots, s_{n}\right)$ and $K / k\left(s_{1}, \ldots, s_{n}\right)$ are normal, the same is true for $L / k\left(s_{1}, \ldots, s_{n}\right)$, and therefore $\operatorname{Gal}(K / L) \triangleleft \mathfrak{S}_{n}$.

Suppose now that $\operatorname{Gal}(K / L) \neq \mathfrak{S}_{n}$. Then we have $\operatorname{Gal}(K / L) \subset \mathfrak{A}_{n}$, and therefore $L$ contains the fixed field $L_{0}$ of $\boldsymbol{\mathfrak { A }}_{n}$, which is given by $L_{0}=k\left(s_{1}, \ldots, s_{n}\right)(\sqrt{D})$, where $D$ is the discriminant of $P(x)$. Therefore the theorem will be proved if we can show that $D$ is not a square in $k\left(T_{1}, \ldots T_{n}\right)$.

We consider the specialization $T_{1}=\ldots=T_{n-1}=0$ and $T_{n}=T$, where $T$ is an indeterminate over $k$. Then $P(x)$ specializes to $P_{0}(x)=x^{n}-T x^{n-1}-d$, and it is sufficient to prove that the discriminant of $P_{0}$ is not a square in $k(T)$. By [ Sw ], theorem 2, the discriminant of $P_{0}$ is given by

$$
\Delta(T)=(-1)^{\frac{(n-1)(n-2)}{2}} d^{n-2}\left(n^{n} d+(n-1)^{n-1} T^{n}\right)=A T^{n}+B,
$$

where $A, B \in k^{\times}$. Since $\Delta(T)$ is coprime with $\Delta^{\prime}(T)=n A T^{n-1}$ in $k[T]$, it cannot be a square in $k[T]$ (and hence in $k(T)$ ).

We shall use the notion of thin subsets of $\mathbb{Q}^{n}$ as in $[\mathrm{Se} 1], 9.1$ and the notion of Hilbertian subsets of $\mathbb{Q}^{n}$ as in [La2], Ch.9. Instead of repeating the rather involved definitions, we collate the results which will become relevant in the sequel.

1) Subsets and finite unions of thin sets are thin. Zariski-closed proper subsets are thin. Complements of Hilbert sets are thin.
2) If $\Delta \subset \mathbb{Q}^{n}$ is thin, then

$$
\#\left\{\mathbf{x} \in \mathbb{Z}^{n} \cap \Delta| | \mathbf{x} \mid \leq X\right\} \ll X^{n-\frac{1}{2}} \log X
$$

holds as $X \rightarrow \infty$; see [Se2], Theorem 3.4.4.
3) Let $\mathbf{T}=\left(T_{1}, \ldots, T_{n}\right)$ be algebraically independent over $\mathbb{Q}$, and let $f_{\mathbf{T}}(x) \in \mathbb{Q}(\mathbf{T})[x]$ be a monic and irreducible polynomial with Galois group $G<\mathfrak{S}_{n}$ over $\mathbb{Q}(\mathbf{T})$. Then there is a thin subset $\Delta \subset \mathbb{Q}^{n}$ such that for all $\mathbf{a} \in \mathbb{Q}^{n} \backslash \Delta$ :
i) a is not a pole of any of the coefficients of $f_{\mathbf{T}}(x)$.
ii) If $f_{\mathbf{a}}(x) \in \mathbb{Q}[x]$ arises from $f_{\mathbf{T}}(x)$ by the specialization $\mathbf{T} \mapsto \mathbf{a}$, then $f_{\mathbf{a}}(x)$ is irreducible and has $G$ as its Galois group over $\mathbb{Q}$. See [Se2], Prop. 3.3.5.

Proposition 3.2 Let $s \geq 0, t \geq 0$ be integers such that $n=s+2 t \geq 2$, and $d \in \mathbb{Q}^{\times}$. Then there exists a thin subset $\Delta \subset \mathbb{Q}^{n}$ such that for all

$$
\left(a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{t}, c_{1}, \ldots, c_{t}\right) \in \mathbb{Q}^{n} \backslash \Delta
$$

the polynomial

$$
P(x)=\prod_{i=1}^{s}\left(x-a_{i}\right) \prod_{j=1}^{t}\left(x^{2}-2 b_{j} x+c_{j}\right)-d \in \mathbb{Q}[x]
$$

is irreducible and has the symmetric group $\mathfrak{S}_{n}$ as its Galois group over $\mathbb{Q}$.
Proof. Let $\mathbf{A}=\left(A_{1}, \ldots, A_{s}\right), \mathbf{B}=\left(B_{1}, \ldots, B_{t}\right), \mathbf{C}=\left(C_{1}, \ldots, C_{t}\right)$ be algebraically independent over $\mathbb{Q}$, and set $K=\mathbb{Q}(\mathbf{A}, \mathbf{B}, \mathbf{C})$. By $\mathbf{3})$, it is sufficient to prove that the polynomial

$$
P(x)=\prod_{i=1}^{s}\left(x-A_{i}\right) \prod_{j=1}^{t}\left(x^{2}-2 B_{j} x+C_{j}\right)-d \in K[x]
$$

is irreducible and has the symmetric group $\mathfrak{S}_{n}$ as its Galois group over $K$. Fix an algebraic closure $\bar{K}$ of $K$, and let $Y_{j}, Y_{j}^{\prime} \in \bar{K}$ be such that

$$
x^{2}-2 B_{j} x+C_{j}=\left(x-Y_{j}\right)\left(x-Y_{j}^{\prime}\right)
$$

If $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{t}\right), \mathbf{Y}^{\prime}=\left(Y_{1}^{\prime}, \ldots, Y_{t}^{\prime}\right)$ then $\mathbf{A}, \mathbf{Y}, \mathbf{Y}^{\prime}$ are algebraically independent over $\mathbb{Q}$, and $\left[\mathbb{Q}\left(\mathbf{A}, \mathbf{Y}, \mathbf{Y}^{\prime}\right): \mathbb{Q}(\mathbf{A}, \mathbf{B}, \mathbf{C})\right]=2^{t}$. By Proposition 3.1, $P(x)$ is irreducible and has $\mathfrak{S}_{n}$ as its Galois group over $\mathbb{Q}\left(\mathbf{A}, \mathbf{Y}, \mathbf{Y}^{\prime}\right)$. Hence the same is true over $\mathbb{Q}(\mathbf{A}, \mathbf{B}, \mathbf{C})$.

Proof of Theorem 3.1. Let $\Omega$ be the set of all $\mathbf{x} \in \mathbb{Z}^{n}$ satisfying (A1) and (A2). Then $\Omega$ contains a set of the form $C \cap(\mathbf{u}+\Gamma)$, where $\mathbf{u} \in \mathbb{Z}^{n}, \Gamma<\mathbb{Z}^{n}$ is a complete lattice and $C$ is an open cone in $\mathbb{R}^{n}$. Therefore we have for $X>0$

$$
\#\left\{\mathbf{x} \in \Omega||\mathbf{x}| \leq X\} \gg X^{n}\right.
$$

If $\Sigma \subset \mathbb{Z}^{n}$ is the set of all $\mathbf{a} \in \mathbb{Z}^{n}$ for which (A3) is not satisfied, then $\Sigma$ is contained in a thin subset of $\mathbb{Q}^{n}$ by Proposition 3.2, and consequently

$$
\#\left\{\mathbf{x} \in \Sigma||\mathbf{x}| \leq X\} \ll X^{n-\frac{1}{2}} \log X\right.
$$

by $\mathbf{2 )}$. Thus i) follows.
The proof of ii) runs along the same lines, using the following Lemma on thin sets.

Lemma 3.1 For $\mathbf{b} \in \mathbb{Q}^{n}$, define $j_{\mathbf{b}}: \mathbb{Q}^{m} \rightarrow \mathbb{Q}^{m+n}=\mathbb{Q}^{m} \times \mathbb{Q}^{n}$ by $j_{\mathbf{b}}(\mathbf{a})=(\mathbf{a}, \mathbf{b})$. Let $\Delta \subset \mathbb{Q}^{m+n}$ be a thin subset. Then there exists a thin subset $\Delta_{2} \subset \mathbb{Q}^{n}$ such that for all $\mathbf{b} \in \mathbb{Q}^{n} \backslash \Delta_{2}$ the set $j_{\mathbf{b}}^{-1}(\Delta) \subset \mathbb{Q}^{m}$ is thin.

Proof. Use the polynomial description of thin sets as given in [Se1], 9.1. Observe that the rational function field $\mathbb{Q}\left(X_{1}, \ldots, X_{n}\right)$ is Hilbertian and that complements of Hilbertian subsets of $\mathbb{Q}^{n}$ are thin.

## 4 Connections between the Lang-Waldschmidt conjecture and a conjecture of $E$. Thomas

We now turn to apply the results of sections 2 and 3 to establish a connection between the conjectures of Lang-Waldschmidt [La1] and E. Thomas [Th]. To formulate the result we need a definition.

Let $\gamma \neq 0$ be an algebraic number, $l_{m} x^{m}+\ldots+l_{0} \in \mathbb{Z}[x]$ its minimal polynomial and $\gamma_{1}, \ldots, \gamma_{m}$ its conjugates. Then the absolute logarithmic height of $\gamma$ is defined by

$$
h(\gamma)=\frac{1}{m} \log \left|l_{m} \prod_{i=1}^{m} \max \left\{1,\left|\gamma_{i}\right|\right\}\right| .
$$

Conjecture 4.1 (Lang-Waldschmidt [La1]) Let $\mathbb{K}$ be an algebraic number field of degree $m, \beta_{1}, \ldots, \beta_{k} \in \mathbb{K}$ and $b_{1}, \ldots, b_{k} \in \mathbb{Z}$. Let $B_{1}, \ldots, B_{k}, B$ be real numbers such that

$$
\log B_{i} \geq h\left(\beta_{i}\right), \quad i=1, \ldots, k, \quad \text { and } \quad B \geq \max \left\{\left|b_{1}\right|, \ldots,\left|b_{k}\right|, e\right\}
$$

Then there exists a constant $c(k, m)>0$ such that

$$
\left|b_{1} \log \beta_{1}+\ldots+b_{k} \log \beta_{k}\right|>\exp \left\{-c(k, m)\left(\log B_{1}+\ldots+\log B_{k}\right) \log B\right\}
$$

provided that $b_{1} \log \beta_{1}+\ldots+b_{k} \log \beta_{k} \neq 0$.
We remark that this conjecture is stated in [La1] explicitly only for $\beta_{1}, \ldots, \beta_{k} \in \mathbb{Z}$, but in a sharper form. It is a possible refinement of A. Baker's theory of linear forms in logarithms of algebraic numbers, where presently the best lower bounds are depending on $\log B_{1} \cdots \log B_{k}$ (see for example [BW]), instead of the conjectured $\log B_{1}+\ldots+\log B_{k}$.

We shall prove that a special case of the conjecture of E . Thomas [Th] is a consequence of the Lang-Waldschmidt conjecture. More precisely, we prove the following theorem.

Theorem 4.1 Let $n \geq 3, a_{1}=0, a_{2}, \ldots, a_{n-1}$ be distinct integers and $a_{n}=a$ an integral parameter. Let $\alpha=\alpha(a)$ be a zero of $P(x)=\prod_{i=1}^{n}\left(x-a_{i}\right)-d$ with $d= \pm 1$ and suppose that the index I of $\left\langle\alpha-a_{1}, \ldots, \alpha-a_{n-1}\right\rangle$ in $U_{\mathcal{O}}$, the group of units of $\mathcal{O}$, is bounded by a constant $J=J\left(a_{1}, \ldots, a_{n-1}, n\right)$ for every a from some subset $\Omega \subset \mathbb{Z}$. Assume further that the Lang-Waldschmidt conjecture is true. Then for all but finitely many values $a \in \Omega$ the diophantine equation

$$
\begin{equation*}
\prod_{i=1}^{n}\left(x-a_{i} y\right)-d y^{n}= \pm 1 \tag{6}
\end{equation*}
$$

only has trivial solutions, except when $n=3$ and $\left|a_{2}\right|=1$, or when $n=4$ and $\left(a_{2}, a_{3}\right) \in$ $\{(1,-1),( \pm 1, \pm 2)\}$, in which cases (6) has exactly one more general solution, as described in the Introduction.

Remark: The integers $d, a_{1}, \ldots, a_{n}=a$ of Theorem 4.1 satisfy assumptions A. and B1. of section 2 with $s=n$; thus the results of section 2 apply. By Theorem 2.1, the index $\left(U_{\mathcal{O}}: U_{\eta}\right)$ is bounded by a constant $J$ depending only on $n$, provided that $\mathbb{K}=\mathbb{Q}(\alpha)$ is primitive over $\mathbb{Q}$. Therefore, if $n$ is a prime we can choose $\Omega=\mathbb{Z}$ in Theorem 4.1. For composite $n$ the results of section 3 show that for most $a_{1}, \ldots, a_{n-1} \in \mathbb{Z}$ we can choose $\Omega$ to be a dense subset of $\mathbb{Z}$ (e.g. the set of all $a$ for which $\left.\operatorname{Gal}(\mathbb{K} / \mathbb{Q})=\mathfrak{S}_{n}\right)$.

In the exceptional cases Theorem 4.1 is unconditionally true by the results of Mignotte and Tzanakis [MT] as well as by Pethő [Pe] and Mignotte, Pethő and Roth [MPR]. Motivated by these results and by the proof of Theorem 4.1 (especially by Lemmata 4.3 and 4.4) we formulate the following conjecture.

Conjecture 4.2 Let $n \geq 3, a_{1}=0, a_{2}, \ldots, a_{n-1}$ be distinct integers and $a_{n}=a$ an integral parameter. If $a$ is large enough then the diophantine equation (6) has only the trivial solutions $\pm(x, y)=(1,0),\left(a_{i}, 1\right), i=1, \ldots, n$ except when $n=3$ and $\left|a_{2}\right|=1$, and when $n=4$ and $\left(a_{2}, a_{3}\right)=(1,-1),( \pm 1, \pm 2)$, in which cases it has exactly one more parametrized solution.

After these remarks we start to prepare the proof of Theorem 4.1. We may assume without loss of generality that $0<\left|a_{2}\right| \leq \ldots \leq\left|a_{n-1}\right|<a$ and put $A=\log (a)$. Assume further that the zeros $\alpha_{i}$ of $P(x)$ are ordered according to Lemma 2.1, thus

$$
\left|\alpha_{i}-a_{i}\right|<\delta=\frac{2}{a} \leq \frac{1}{3} \quad \text { for } 1 \leq i \leq n \text { and } 6 \leq a
$$

For $y=0$ equation (6) only has trivial solutions with $|x|=1$.
Thus let us assume that $(x, y) \in \mathbb{Z}^{2}$ with $y \neq 0$ is a solution of (6). Then

$$
\left|y^{n} P\left(\frac{x}{y}\right)\right|=\left|\prod_{i=1}^{n}\left(x-a_{i} y\right)-d y^{n}\right|=\left|\prod_{i=1}^{n}\left(x-\alpha_{i} y\right)\right|=1
$$

Define $j \in\{1, \ldots, n\}$ to be that index such that

$$
\begin{equation*}
\left|x-\alpha_{j} y\right|=\min _{1 \leq i \leq n}\left|x-\alpha_{i} y\right| \tag{7}
\end{equation*}
$$

Obviously, $\left|x-\alpha_{j} y\right|<1$. Let us put $Y=\log |y|$.

Lemma 4.1 Let the notations be as above and $j$ be given by (7). Then

$$
\log \left|x-\alpha_{i} y\right|= \begin{cases}-(n-1) Y-A+O(1) & \text { if } i=j<n \\ -(n-1)(Y+A)+O(1) & \text { if } i=j=n, \\ Y+O(1) & \text { if } i \neq j, i, j<n, \\ Y+A+O(1) & \text { if } i \neq j, i \text { or } j=n .\end{cases}
$$

Here and in the sequel the $O$-constants depend only on $n$ and $a_{2}, \ldots, a_{n-1}$.
Proof. For $i \neq j$, we obtain

$$
\left|x-\alpha_{i} y\right| \geq \frac{\left|x-\alpha_{i} y\right|+\left|x-\alpha_{j} y\right|}{2} \geq \frac{|y|\left|\alpha_{i}-\alpha_{j}\right|}{2}>|y| \frac{\left|a_{i}-a_{j}\right|}{6}
$$

and so

$$
\left|x-\alpha_{i} y\right|> \begin{cases}\frac{|y|}{6} & \text { if } \quad i, j \neq n  \tag{8}\\ \frac{|y a|}{12} & \text { if } \quad i \text { or } j=n, \text { and } a \geq 2\left|a_{n-1}\right|\end{cases}
$$

On the other hand, (6) and (8) imply

$$
\left|x-\alpha_{j} y\right|=\frac{1}{\prod_{\substack{i=1  \tag{9}\\
i \neq j}}^{n}\left|x-\alpha_{i} y\right|}<\left\{\begin{array}{lll}
\frac{6^{n}}{a|y|^{n-1}} & \text { if } & j \neq n \\
\frac{12^{n-1}}{|a y|^{n-1}} & \text { if } & j=n
\end{array}\right.
$$

Since $\left|x-\alpha_{j} y\right|<1$, we obtain for $i \neq j$ the upper bound

$$
\begin{equation*}
\left|x-\alpha_{i} y\right| \leq\left|x-\alpha_{j} y\right|+|y|\left|\alpha_{i}-\alpha_{j}\right|<|y|\left(\left|a_{i}-a_{j}\right|+2\right), \tag{10}
\end{equation*}
$$

which easily yields the stated asymptotic relations for the case $i \neq j$.
Finally, the lower bound in the case $i=j$ follows from (6) and (10) immediately.

As in section 2, we put $\eta_{i j}=\alpha_{i}-a_{j}$ for $1 \leq i, j \leq n$. Then $\eta_{i j}$ are units in $\mathbb{Q}\left(\alpha_{i}\right)$. Let us agree to choose $\alpha=\alpha_{1}$ and let $I$ denote the index of $U_{\eta}=\left\langle\eta_{11}, \ldots, \eta_{1 n}\right\rangle$ in the group of units $U_{\mathcal{O}}$ of the order $\mathcal{O}=\mathbb{Z}[\alpha]$. By Lemma 2.2 the regulator $R_{\eta}$ of $U_{\eta}$ is non-zero if $a$ is large enough, hence $I$ is a positive integer, and any subset of size $n-1$ of the set $\left\{\eta_{11}, \ldots, \eta_{1 n}\right\}$ generates $U_{\eta}$, possibly up to $\{ \pm 1\}$.

We have $x-\alpha y \in U_{\mathcal{O}}$, hence there exist integers $u_{i}, i \in\{1, \ldots, n\} \backslash\{j\}$ such that

$$
\begin{equation*}
(x-\alpha y)^{I}= \pm \prod_{\substack{i=1 \\ i \neq j}}^{n} \eta_{1 i}^{u_{i}} \tag{11}
\end{equation*}
$$

Lemma 4.2 Let the index $j$ be defined by (7) and let $u_{i}, i \in\{1, \ldots, n\} \backslash\{j\}$ be the integers given by (11). Then

$$
\frac{u_{i}}{I}=\left\{\begin{array}{lll}
-\frac{n Y}{A}-1 & +O\left(\frac{Y+A}{A^{2}}\right) & \text { if } j \neq n, 1 \leq i<n \\
-\frac{(n-1) Y}{A}-1 & +O\left(\frac{Y+A}{A^{2}}\right) & \text { if } j \neq n, i=n \\
-\frac{Y}{A}-1 & +O\left(\frac{Y+A}{A^{2}}\right) & \text { if } j=n, 1 \leq i<n
\end{array}\right.
$$

Proof. ¿From Lemma 2.1 we immediately obtain

$$
\log \left|\eta_{k i}\right|= \begin{cases}O(1) & \text { if } i \neq k \text { and } i<n \text { and } k<n,  \tag{12}\\ -A+O(1) & \text { if } i=k<n, \\ A+O(1) & \text { if } i<k=n \text { or } k<i=n, \\ -(n-1) A+O(1) & \text { if } i=k=n\end{cases}
$$

Taking absolute values and logarithms of all equations conjugated to (11), we obtain $n$ linear equations

$$
\log \left|x-\alpha_{k} y\right|=\sum_{\substack{i=1 \\ i \neq j}}^{n} \frac{u_{i}}{I} \log \left|\eta_{k i}\right|, \quad 1 \leq k \leq n
$$

for the $n-1$ rational numbers $\frac{u_{i}}{I}, i \in\{1, \ldots, n\} \backslash\{j\}$. Any $n-1$ of these $n$ equations have determinant $\pm R_{\eta}$, so we may omit any one of the equations. We omit the equation with $k=j$ and obtain a regular system of linear equations

$$
\begin{equation*}
\log \left|x-\alpha_{k} y\right|=\sum_{\substack{i=1 \\ i \neq j}}^{n} \frac{u_{i}}{I} \log \left|\eta_{k i}\right|, \quad k \in\{1, \ldots, n\} \backslash\{j\}, \tag{13}
\end{equation*}
$$

with determinant

$$
\begin{equation*}
R=\operatorname{det}\left(\log \left|\eta_{k i}\right|\right)_{\substack{\leq i, k \leq k \leq n \\ i, k \neq j}}=(-A)^{n-1}+O\left(A^{n-2}\right) \tag{14}
\end{equation*}
$$

where here and in the following we continuously use (12).
To simplify notations, for $1 \leq \ell \leq n-2$ let $\vec{v}_{\ell}$ denote any vector of $\mathbb{R}^{n-1}$ of the shape

$$
\vec{v}_{\ell}=(O(1), \ldots, O(1),-A+O(1), O(1), \ldots, O(1), A+O(1)),
$$

where $-A+O(1)$ stands at the $\ell$-th position. Similarly we put

$$
\begin{aligned}
\vec{v}_{0} & =(O(1), \ldots, O(1),-A+O(1)), \\
\vec{v}_{n-1} & =(A+O(1), \ldots, A+O(1),-(n-1) A+O(1)), \\
\vec{w} & =(Y+O(1), \ldots, Y+O(1), Y+A+O(1)), \\
\vec{z} & =(Y+A+O(1), \ldots, Y+A+O(1)) .
\end{aligned}
$$

Now we distinguish the two cases $j \neq n$ and $j=n$.
Consider first $j \neq n$. By Lemma 4.1, the left hand side of the system (13) equals

$$
\left(\log \left|x-\alpha_{k} y\right|\right)_{\substack{\begin{subarray}{c}{\leq k \leq n \\
k \neq j} }}\end{subarray}}=\vec{w}
$$

thus solving (13) by Cramer's rule we get

$$
\Delta_{\ell}:=\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{y}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-1}\right)= \begin{cases}\frac{u_{\ell}}{I} R & \text { if } \quad 1 \leq \ell<j \\ \frac{u_{\ell+1}}{I} R & \text { if } \quad j \leq \ell \leq n-1\end{cases}
$$

To compute $\Delta_{\ell}$ we use the relation $\vec{v}_{n-1}+\sum_{\substack{k=1 \\ k \neq \ell}}^{n-2} \vec{v}_{k}=-\vec{v}_{\ell}+\vec{v}_{0}$. Thus we get for $1 \leq \ell \leq n-2$

$$
\begin{aligned}
\Delta_{\ell} & =\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{w}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-1}\right)=-\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{v}_{n-1}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-2}, \vec{w}\right) \\
& =-\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{v}_{n-1}+\sum_{\substack{h=1 \\
h \neq \ell}}^{n-2} \vec{v}_{h}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-2}, \vec{w}\right) \\
& =\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{n-2}, \vec{w}\right)-\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{v}_{0}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-2}, \vec{w}\right)=\Delta_{n-1}-\Delta_{\ell}^{\prime} .
\end{aligned}
$$

Adding all rows but the last to the last row of $\Delta_{n-1}$, we obtain

$$
\Delta_{n-1}=\left|\begin{array}{ccccc}
-A+O(1) & O(1) & \ldots & O(1) & Y+O(1) \\
\vdots & \vdots & & \vdots & \vdots \\
O(1) & O(1) & \ldots & -A+O(1) & Y+O(1) \\
O(1) & O(1) & \ldots & O(1) & (n-1) Y+A+O(1)
\end{array}\right|
$$

and $\Delta_{n-1}=(-A)^{n-2}((n-1) Y+A)+O\left(A^{n-3}(Y+A)\right)$. Therefore,

$$
\frac{u_{n}}{I}=\frac{\Delta_{n-1}}{R}=-\frac{(n-1) Y}{A}-1+O\left(\frac{Y+A}{A^{2}}\right)
$$

Computing $\Delta_{\ell}^{\prime}$, we obtain

$$
\begin{aligned}
\Delta_{\ell}^{\prime} & =\operatorname{det}\left(\vec{v}_{1}, \ldots, \vec{v}_{\ell-1}, \vec{v}_{0}, \vec{v}_{\ell+1}, \ldots, \vec{v}_{n-2}, \vec{w}\right) \\
& =\operatorname{det}\left(\vec{v}_{1}+\vec{v}_{0}, \vec{v}_{2}+\vec{v}_{0}, \ldots, \vec{v}_{\ell-1}+\vec{v}_{0}, \vec{v}_{0}, \vec{v}_{\ell+1}+\vec{v}_{0}, \ldots, \vec{v}_{n-2}+\vec{v}_{0}, \vec{w}\right)
\end{aligned}
$$

Interchanging now the last and the $\ell$-th row we get

$$
\Delta_{\ell}^{\prime}=-\left|\begin{array}{ccccc}
-A+O(1) & O(1) & \ldots & O(1) & Y+O(1) \\
O(1) & -A+O(1) & \ldots & O(1) & Y+O(1) \\
\vdots & \vdots & & \vdots & \vdots \\
O(1) & O(1) & \ldots & -A+O(1) & Y+O(1) \\
O(1) & O(1) & \ldots & O(1) & Y+O(1)
\end{array}\right|
$$

where the $\ell$-th coordinate of the last column is $Y+A+O(1)$, hence

$$
\Delta_{\ell}^{\prime}=-(-A)^{n-2} Y+O\left(A^{n-3}(Y+A)\right)
$$

Thus

$$
\begin{aligned}
\Delta_{\ell} & =\Delta_{n-1}-\Delta_{\ell}^{\prime}=(-A)^{n-2}((n-1) Y+A)+(-A)^{n-2} Y+O\left(A^{n-3}(Y+A)\right) \\
& =(-A)^{n-2}(n Y+A)+O\left(A^{n-3}(Y+A)\right)
\end{aligned}
$$

and together with (14) this yields

$$
\frac{u_{\ell}}{I}=-\frac{n Y}{A}-1+O\left(\frac{Y+A}{A^{2}}\right) \quad \text { for } \quad 1 \leq \ell \leq n-1, \ell \neq j
$$

We now turn to the case $j=n$. For the system (13) we now have

$$
\left(\log \left|\eta_{k i}\right|\right)_{k=1, \ldots, n-1}= \begin{cases}\vec{v}_{i}+\vec{v}_{0} & \text { for } \quad 1 \leq i \leq n-2, \\ \vec{v}_{0} & \text { for } i=n-1,\end{cases}
$$

and as left hand side

$$
\left(\log \left|x-\alpha_{k} y\right|\right)_{k=1, \ldots, n-1}=\vec{z} .
$$

Applying again Cramer's rule to (13) we obtain

$$
\begin{aligned}
R \frac{u_{i}}{I} & =\operatorname{det}\left(\vec{v}_{1}+\vec{v}_{0}, \ldots, \vec{v}_{i-1}+\vec{v}_{0}, \vec{z}, \vec{v}_{i+1}+\vec{v}_{0}, \ldots, \vec{v}_{n-2}+\vec{v}_{0}, \vec{v}_{0}\right) \\
& =(Y+A)(-A)^{n-2}+O\left((Y+A) A^{n-3}\right)
\end{aligned}
$$

Using (14), we get for $i=1, \ldots, n-1$

$$
\frac{u_{i}}{I}=-\frac{Y}{A}-1+O\left(\frac{Y+A}{A^{2}}\right)
$$

The next lemma shows that equation (6) can have only finitely many solutions which are of special kind.

Lemma 4.3 Let $I, j, u, v \in \mathbb{Z}$ be integers with $0<I$ and $1 \leq j<n$. If $n \in\{3,4\}$ assume furthermore that $n v-(n-1) u+I=0$. If

$$
(u, v) \neq \begin{cases}(0,0),(-1,-1) I,(-4,-3) I & \text { if } n=3 \text { and }\left|a_{2}\right|=1 \\ (0,0),(-1,-1) I,(-5,-4) I & \text { if } n=4 \text { and }\left(a_{2}, a_{3}\right)=(1,-1),( \pm 1, \pm 2), \\ (0,0),(-I,-I) & \text { otherwise, }\end{cases}
$$

then there exist only finitely many $a \in \mathbb{Z}$ for which

$$
\begin{equation*}
\left(\prod_{\substack{i=1 \\ i \neq j}}^{n-1} \eta_{1 i}\right)^{u} \eta_{1 n}^{v}=(x-\alpha y)^{I} \tag{15}
\end{equation*}
$$

has a solution $(x, y)=(x(a), y(a)) \in \mathbb{Z}^{2}$.
Proof. Let $(x, y) \in \mathbb{Z}$ be a solution of (15) and let $1 \leq h, p, q \leq n$ be pairwise distinct integers. Then

$$
\begin{equation*}
\left(\alpha_{h}-\alpha_{p}\right)\left(x-\alpha_{q} y\right)+\left(\alpha_{p}-\alpha_{q}\right)\left(x-\alpha_{h} y\right)=\left(\alpha_{h}-\alpha_{q}\right)\left(x-\alpha_{p} y\right) \tag{16}
\end{equation*}
$$

holds. Using $\prod_{i=1}^{n} \eta_{k i}=d$ we obtain

$$
\begin{equation*}
x-\alpha_{k} y=\eta_{k n}^{w}\left(d \eta_{k j}\right)^{U}, \quad 1 \leq k \leq n, \tag{17}
\end{equation*}
$$

with $U=-\frac{u}{I}$ and $w=\frac{v-u}{I}$.

Assume first that $n \geq 5$. Choose $p, q \in\{1, \ldots, n\} \backslash\{j, n\}$ distinct, and such that $\left|a_{j}-a_{p}\right| \neq\left|a_{j}-a_{q}\right|$, which is always possible. Put $h=j$ and insert (17) into (16). Then

$$
\left(\alpha_{j}-\alpha_{p}\right) \eta_{q n}^{w}\left(d \eta_{q j}\right)^{U}+\left(\alpha_{p}-\alpha_{q}\right) \eta_{j n}^{w}\left(d \eta_{j j}\right)^{U}=\left(\alpha_{j}-\alpha_{q}\right) \eta_{p n}^{w}\left(d \eta_{p j}\right)^{U} .
$$

Dividing this equation by $\eta_{j n}^{w}\left(\alpha_{p}-\alpha_{q}\right) d^{U}$ we derive

$$
\eta_{j j}^{U}=\frac{\alpha_{j}-\alpha_{q}}{\alpha_{p}-\alpha_{q}}\left(\frac{\eta_{p n}}{\eta_{j n}}\right)^{w} \eta_{p j}^{U}-\frac{\alpha_{j}-\alpha_{p}}{\alpha_{p}-\alpha_{q}}\left(\frac{\eta_{q n}}{\eta_{j n}}\right)^{w} \eta_{q j}^{U} .
$$

Assume that (15) has solutions for infinitely many $a \in \mathbb{Z}$. Then for some $j \in\{1, \ldots, n\}$, the algebraic function

$$
\eta_{j j}^{U}-\frac{\alpha_{j}-\alpha_{q}}{\alpha_{p}-\alpha_{q}}\left(\frac{\eta_{p n}}{\eta_{j n}}\right)^{w} \eta_{p j}^{U}+\frac{\alpha_{j}-\alpha_{p}}{\alpha_{p}-\alpha_{q}}\left(\frac{\eta_{q n}}{\eta_{j n}}\right)^{w} \eta_{q j}^{U}
$$

has infinitely many zeros, so it is identically zero. By Lemma 2.1 we have for any $i, k \in$ $\{1, \ldots, n-1\}$ with $i \neq k$

$$
\lim _{a \rightarrow \infty} \frac{\eta_{i n}}{\eta_{k n}}=\lim _{a \rightarrow \infty} \frac{\alpha_{i}-a}{\alpha_{k}-a}=1 \quad \text { and } \quad \lim _{a \rightarrow \infty}\left(\alpha_{i}-\alpha_{k}\right)=a_{i}-a_{k}=\lim _{a \rightarrow \infty} \eta_{i k} .
$$

This yields

$$
\lim _{a \rightarrow \infty} \eta_{j j}^{U}=\frac{\left(a_{j}-a_{q}\right)\left(a_{p}-a_{j}\right)}{a_{p}-a_{q}}\left(\left(a_{p}-a_{j}\right)^{U-1}-\left(a_{q}-a_{j}\right)^{U-1}\right) .
$$

The right hand side is a constant, and since $\lim _{a \rightarrow \infty} \eta_{j j}=0, U$ must be positive and the constant must be zero. As $a_{j}, a_{p}$ and $a_{q}$ are pairwise different, this means

$$
\left(a_{p}-a_{j}\right)^{U-1}=\left(a_{q}-a_{j}\right)^{U-1} .
$$

Since $\left|a_{p}-a_{j}\right| \neq\left|a_{q}-a_{j}\right|$, this implies $U=1$, i.e. $u=-I$.
Consider again (16), but now put $h=j, p=n$ and $q \in\{1, \ldots, n\} \backslash\{j, n\}$, so

$$
\left(\alpha_{j}-\alpha_{n}\right) \eta_{q n}^{w} \eta_{q j}+\left(\alpha_{n}-\alpha_{q}\right) \eta_{j n}^{w} \eta_{j j}=\left(\alpha_{j}-\alpha_{q}\right) \eta_{n n}^{w} \eta_{n j} .
$$

Dividing by $\eta_{n j} \eta_{j n}^{w}$ we get

$$
\frac{\alpha_{j}-\alpha_{n}}{\eta_{n j}}\left(\frac{\eta_{q n}}{\eta_{j n}}\right)^{w} \eta_{q j}+\frac{\alpha_{n}-\alpha_{q}}{\eta_{n j}} \eta_{j j}=\left(\alpha_{j}-\alpha_{q}\right)\left(\frac{\eta_{n n}}{\eta_{j n}}\right)^{w} .
$$

As above, one can see that for $a$ tending to infinity the left hand side tends to $a_{j}-a_{q} \neq 0$. Since $\lim _{a \rightarrow \infty}\left|\frac{\eta_{n n}}{\eta_{j n}}\right|=0$, this implies $w=0$. Thus we proved the lemma for $n \geq 5$ and also for $n=4$, provided we can find suitable $a_{p}, a_{q}$ with $\left|a_{j}-a_{p}\right| \neq\left|a_{j}-a_{q}\right|$.

For $n \in\{3,4\}$ we choose $h=j$ and $p=n$. If $n=3$, put $q$ the remaining element of
the set $\{1,2,3\}$, while in the case $n=4$ we choose $q$ either such that $\left|a_{j}-a_{q}\right|>1$ or, if this is not possible, one of the elements of the set $\{1,2,3\} \backslash\{j\}$. Equation (16) implies

$$
\left(\alpha_{j}-\alpha_{n}\right) \eta_{q n}^{w} \eta_{q j}^{U}+\left(\alpha_{n}-\alpha_{q}\right) \eta_{j n}^{w} \eta_{j j}^{U}=\left(\alpha_{j}-\alpha_{q}\right) \eta_{n n}^{w} \eta_{n j}^{U}
$$

which can be reformulated as

$$
\begin{equation*}
\eta_{j j}^{U}=\frac{\alpha_{n}-\alpha_{j}}{\alpha_{n}-\alpha_{q}}\left(\frac{\eta_{q n}}{\eta_{j n}}\right)^{w} \eta_{q j}^{U}+\frac{\alpha_{j}-\alpha_{q}}{\alpha_{n}-\alpha_{q}} \eta_{n j}^{U}\left(\frac{\eta_{n n}}{\eta_{j n}}\right)^{w} . \tag{18}
\end{equation*}
$$

If $a$ tends to inifinity then the first term of the right hand side tends to $\left(a_{q}-a_{j}\right)^{U} \neq 0$. The second term of the right hand side can be transformed to

$$
\frac{\alpha_{j}-\alpha_{q}}{\alpha_{n}-\alpha_{q}} \eta_{n j}^{U}\left(\frac{\eta_{n n}}{\eta_{j n}}\right)^{w}=\left(\alpha_{j}-\alpha_{q}\right) \frac{\eta_{n j}}{\alpha_{n}-\alpha_{q}}\left(\frac{\eta_{n j}}{\eta_{j n}}\right)^{U-1} \frac{\eta_{n n}^{w}}{\eta_{j n}^{w-U+1}} .
$$

Using the definition of $w$ and $U$ and the assumption $n v-(n-1) u+I=0$ we find $w-U+1=-(n-1) w$. Thus

$$
\frac{\eta_{n n}^{w}}{\eta_{j n}^{w-U+1}}=\left(\eta_{n n} \eta_{j n}^{n-1}\right)^{w}=\left(\frac{d \eta_{j n}^{n-1}}{\prod_{k=1}^{n-1} \eta_{k n}}\right)^{w}
$$

because $\prod_{k=1}^{n} \eta_{k n}=d$. Summing up, the second term of the right hand side of (18) is

$$
\left(\alpha_{j}-\alpha_{q}\right) \frac{\alpha_{n}-\alpha_{j}}{\alpha_{n}-\alpha_{q}}\left(\frac{\eta_{n j}}{\eta_{j n}}\right)^{U-1}\left(\frac{d \eta_{j n}^{n-1}}{\prod_{k=1}^{n-1} \eta_{k n}}\right)^{w}
$$

which tends to $a_{j}-a_{q}$ if $a$ tends to infinity. Hence $\lim _{a \rightarrow \infty} \eta_{j j}^{U}=\left(a_{q}-a_{j}\right)^{U}+\left(a_{j}-a_{q}\right) d^{w}$. As $\lim _{a \rightarrow \infty} \eta_{j j}=0, U$ must be positive, and $\left(a_{q}-a_{j}\right)\left(\left(a_{q}-a_{j}\right)^{U-1}-d^{w}\right)=0$, which implies $U=1$, i.e. $u=v=-I$ provided $\left|a_{q}-a_{j}\right|>1$. Thus the lemma is proved also in this case.

If $n=3$ then $\left|a_{q}-a_{j}\right|=1$ is only possible if $\left|a_{2}\right|=1$, while if $n=4$ then $\left|a_{q}-a_{j}\right|=1$ for $q \in\{1,2,3\} \backslash\{j\}$ is only possible if $\left(a_{2}, a_{3}\right)=( \pm 1, \mp 1),( \pm 1, \pm 2)$. In these cases the assertion of the lemma follows from the theorems of [MT] as well as from [Pe], [MPR].

Lemma 4.4 Let $I$ be a positive integer and $u \in \mathbb{Z}$. If $u \neq 0$, I then there exist only finitely many $a \in \mathbb{Z}$ for which

$$
\begin{equation*}
\eta_{1 n}^{u}=\left(\alpha_{1}-a\right)^{u}=(x-\alpha y)^{I} \tag{19}
\end{equation*}
$$

has a solution $(x, y)=(x(a), y(a)) \in \mathbb{Z}^{2}$.
Proof. Assume that $u \neq 0$ and (19) holds for infinitely many $a$.
If $u<0$ then $\lim _{a \rightarrow \infty}\left|\alpha_{i}-a\right|^{u / I}=0$ for $1 \leq i<n$, which together with (19) contradicts

$$
\frac{1}{3}<\left|\left(\alpha_{2}-\alpha_{1}\right) y\right| \leq\left|x-\alpha_{1} y\right|+\left|x-\alpha_{2} y\right|
$$

Hence we have $u>0$. Now we apply (16) with $p=n$ and $1 \leq h<q<n$ to those $a$ 's for which (19) holds. Thus we obtain

$$
\left(\alpha_{h}-\alpha_{n}\right) \eta_{q n}^{u / I}+\left(\alpha_{n}-\alpha_{q}\right) \eta_{h n}^{u / I}=\left(\alpha_{h}-\alpha_{q}\right) \eta_{n n}^{u / I} .
$$

Dividing by $\left(\alpha_{n}-\alpha_{h}\right) \eta_{q n}^{u / I}$ and using (12) we get

$$
\frac{\alpha_{n}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}\left(\frac{\eta_{h n}}{\eta_{q n}}\right)^{\frac{u}{T}}-1=\frac{\alpha_{h}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}\left(\frac{\eta_{n n}}{\eta_{q n}}\right)^{\frac{u}{T}}=O\left(\frac{1}{a^{1+\frac{n u}{I}}}\right) .
$$

If $a$ is large enough, the right hand side is less then $1 / 2$. Using that $|\log (x+1)|<2|x|$ for $|x|<1 / 2$, we conclude

$$
\begin{equation*}
\left|\log \frac{\alpha_{n}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}+\frac{u}{I} \log \frac{a_{n}-\alpha_{h}}{a_{n}-\alpha_{q}}\right|<O\left(a^{-\left(1+\frac{n u}{I}\right)}\right) . \tag{20}
\end{equation*}
$$

On the other hand,

$$
\frac{\alpha_{n}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}=1+\frac{\alpha_{h}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}=1+\frac{\alpha_{h}-\alpha_{q}}{a_{n}-a_{h}}+O\left(\frac{1}{a^{3}}\right)
$$

gives us

$$
\log \frac{\alpha_{n}-\alpha_{q}}{\alpha_{n}-\alpha_{h}}+\frac{u}{I} \log \frac{a_{n}-\alpha_{h}}{a_{n}-\alpha_{q}}=\left(\frac{u}{I}-1\right) \frac{a_{h}-a_{q}}{a}+O\left(\frac{1}{a^{2}}\right) .
$$

Thus (20) is only possible if $u=I$, and the lemma is proved.

Proof of the Theorem 4.1 In the sequel $c_{1}, c_{2}, \ldots$ will denote constants depending only on $a_{2}, \ldots, a_{n-1}$ and $n$. Let $(a, x(a), y(a))=(a, x, y) \in \mathbb{Z}^{3}$ be a solution of (6) with $a>\left|a_{n-1}\right|$ and $|y|>1$ (the solutions of (6) with $|y|=1$ are only the trivial ones). Let the index $j$ be defined by (7) and let the integers $u_{i}, i \in\{1, \ldots, n\} \backslash\{j\}$, be given by (11).

Put $p=j$ and choose $h, q \in\{1, \ldots, n\} \backslash\{j\}$ to be distinct numbers. Applying (16) with these indices we get

$$
\frac{\alpha_{h}-\alpha_{j}}{\alpha_{q}-\alpha_{j}} \prod_{\substack{i=1 \\ i \neq j}}^{n}\left(\frac{\eta_{q i}}{\eta_{h i}}\right)^{\frac{u_{i}}{T}}-1=\frac{\alpha_{h}-\alpha_{q}}{\alpha_{q}-\alpha_{j}} \frac{x-\alpha_{j} y}{x-\alpha_{h} y} .
$$

The right hand side is bounded by $\exp \left\{-n Y-A+c_{1}\right\}$ by Lemma 4.1, which is less then $1 / 4$ if $a$ is large enough.
Thus we have

$$
0<|\Lambda|:=|I \log | \frac{\alpha_{h}-\alpha_{j}}{\alpha_{q}-\alpha_{j}}\left|+\sum_{\substack{i=1 \\ i \neq j}}^{n} u_{i} \log \right| \frac{\eta_{q i}}{\eta_{h i}}| |<e^{-n Y-A+c_{2}} .
$$

Put $U=\max \left\{J, e,\left|u_{i}\right| \mid 1 \leq i \leq n, i \neq j\right\}$, where $J$ is the upper bound for $I$ as assumed in the statement of the Theorem. Moreover, by Lemma 4.2

$$
\frac{U}{J} \leq \frac{U}{I}<\left(\frac{n Y}{A}+1+c_{3} \frac{Y+A}{A^{2}}\right)<\frac{(n+1) Y}{A}
$$

if $a$ is large enough. Thus $Y>\frac{A}{(n+1) J} U$. Hence we get the upper bound

$$
\log |\Lambda|<-\frac{n A}{(n+1) J} U-A+c_{2}
$$

To apply the Lang-Waldschmidt conjecture we have to estimate the absolute logarithmic height of the algebraic numbers appearing in $\Lambda$. We start with the units. Using (12) we obtain

$$
\begin{aligned}
h\left(\eta_{q i}\right) & =h\left(\eta_{q i}^{-1}\right)=\frac{1}{n} \log \prod_{k=1}^{n} \max \left\{1,\left|\eta_{k i}^{-1}\right|\right\} \\
& \leq-\frac{1}{n}\left(\log \left|\eta_{i i}\right|+\log \left(1-\frac{1}{a}\right)\right)<\frac{n-1}{n} A+O(1)<A
\end{aligned}
$$

for $q, i \in\{1, \ldots, n\}$. Hence $h\left(\frac{\eta_{q i}}{\eta_{h i}}\right)<2 A$ for any $1 \leq i \leq n$.
Further

$$
h\left(\alpha_{h}-\alpha_{j}\right) \leq\binom{ n}{2}^{-1} \log \prod_{1 \leq k<\ell \leq n} \max \left\{\left|\alpha_{k}-\alpha_{\ell}\right|, 1\right\}=\frac{2}{n} A+O(1)<A
$$

The leading coefficient of the minimal polynomial of $\left(\alpha_{q}-\alpha_{j}\right)^{-1}$ is a divisor of the integer

$$
\prod_{1 \leq k<\ell \leq n}\left|\alpha_{k}-\alpha_{\ell}\right|<c_{4} a^{n-1}
$$

Since the conjugates of $\left(\alpha_{q}-\alpha_{j}\right)^{-1}$ are less than 1 up to at most one, which is less than 3 by Lemma 2.1, we have

$$
h\left(\frac{1}{\alpha_{q}-\alpha_{j}}\right)<\frac{2}{n} A+O(1)<A
$$

and consequently

$$
h\left(\frac{\alpha_{h}-\alpha_{j}}{\alpha_{q}-\alpha_{j}}\right)<2 A
$$

for $1 \leq j \leq n$. Finally the degree of $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is at most $n!$.
After these preparations we apply the Lang-Waldschmidt conjecture to $\Lambda$ with the parameters $m=n!, k=n, \log B_{1}=\ldots=\log B_{n}=2 A$ and $B=U$ and obtain

$$
\log |\Lambda|>-c(n, n!) 2 n A \log U
$$

A comparison of this estimate with the lower bound yields

$$
c_{5}(n) A \log U>\frac{n A}{(n+1) J} U+A-c_{2}
$$

with $c_{5}=2 n c(n, n!)$. The last inequality implies

$$
\begin{equation*}
U \leq c_{6}=c_{6}\left(a_{1}, \ldots, a_{n-1}, n\right) \tag{21}
\end{equation*}
$$

for all solutions of equation (6).
Assume now that (6) has infinitely many solutions $(a, x(a), y(a)) \in \mathbb{Z}^{3}$ with $|y(a)|>1$. To any such triplet corresponds a vector

$$
\vec{u}=\left(u_{1}, \ldots, u_{n}, I\right)=\left(u_{1}(a, x, y), \ldots, u_{n}(a, x, y),\left(U_{\mathcal{O}}: U_{\eta}\right)\right) \in \mathbb{Z}^{n+1}
$$

via (11). (We put $u_{j}=0$ for simplicity.) The absolute value of the coordinates of $\vec{u}$ is bounded by (21). As for any given $a \in \mathbb{Z}(6)$ has only finitely many solutions, $|y(a)|>1$ holds for infinitely many $a$. Therefore there exists an $\vec{u}=\left(u_{1}, \ldots, u_{n}, I\right)$ with $\left|u_{i}\right|<c_{6}$, which corresponds to solutions $(a, x(a), y(a))$ of (6) with $|y(a)|>1$ for infinitely many $a \in \mathbb{Z}$. Let $\mathcal{A}$ denote the set of these infinitely many $a$ 's. In the remaining part of the proof we have to distinguish the cases $j<n$ and $j=n$.

Consider first the case $j<n$. Without restriction of generality, let us assume that $j \neq 1$. If there exists an $1<i<n$ with $i \neq j$ such that $u_{i} \neq u_{1}$, then by Lemma 4.2 we have

$$
0 \neq \frac{u_{i}-u_{1}}{I}=O\left(\frac{Y+A}{A^{2}}\right)
$$

and therefore $Y \geq O\left(A^{2}\right)$. Consequently, $\left|u_{1}\right| \geq c_{7} A$ by Lemma 4.2, which contradicts (21) if $a$ is large enough. Hence $u_{1}=u_{i}$ (for $1 \leq i \leq n-1, i \neq j$ ) for all but finitely many $a \in \mathcal{A}$. Similarly we derive $n u_{n}-(n-1) u_{1}+I=0$ for all but finitely many $a \in \mathcal{A}$. Let

$$
\mathcal{A}_{1}=\left\{a \in \mathcal{A} \mid u_{i}=u_{1}, 1 \leq i \leq n-1, i \neq j ; n u_{n}-(n-1) u_{1}+I=0\right\}
$$

Then $\mathcal{A}_{1}$ is an infinite set and by (11) we get

$$
\left(x(a)-\alpha_{1} y(a)\right)^{I}=\left(\prod_{\substack{i=1 \\ i \neq j}}^{n-1} \eta_{1 i}\right)^{u_{1}} \eta_{1 n}^{u_{n}}
$$

for all $a \in \mathcal{A}_{1}$. By Lemma 4.3 this is only possible if $u_{1}=u_{n}=-I$, i.e. if

$$
x(a)-\alpha_{1} y(a)= \pm \eta_{1 j}= \pm\left(\alpha_{1}-a_{j}\right)
$$

But now $y(a)= \pm 1$ yields a contradiction.
The case $j=n$ is similar. Using Lemma 4.2 one proves first that $u_{i}=u_{1}(1 \leq i \leq n-1)$ holds for all but finitely many $a \in \mathcal{A}$. Then one derives a contradiction by means of Lemma 4.4. This completes the proof of Theorem 4.1.
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