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Deep Learning-Based Approach for Detecting
Cassini-Huygens Spacecraft Trajectory

Modifications*

Ashraf ALDabbasa, Zoltán Gálb

aUniversity of Debrecen (Doctoral School of Informatics)
ashraf.dabbas@inf.unideb.hu

bUniversity of Debrecen (Faculty of Informatics)
gal.zoltan@inf.unideb.hu

Machine learning has changed numerous domains also the path we fulfill research.
Concerning GIS and spatial scope of study several approaches have been developed such
as data remote sensing. This research paper provides a supervised approach for detecting
changes among Cassini spacecraft orbit, a deep learning method based on recurrent neural
network. Long Short-Term Memory (LSTM) and bidirectional LSTM is utilized to iden-
tify the needed patterns in time series. Mainly, change detection make practical and effec-
tive use of multi-temporal datasets to observe special events. As such, our research seeks
to offer a unique perspective of the substantial processes requested concerning change
detection of the Cassini orbiter around the planet Saturn.

Keywords: Cassini-Huygens interplanetary project, complex event, sensory data, big data,
artificial intelligence, pattern processing, knowledge representation

Introduction
The connotation of a complex event is tied up with processing multiple events accom-

panied by paying attention to mark out distinct events within a timely tributary of events
[2]. There are cases where the obtainable information to depict any process or system
is just an inspection of the observations. There is a remarkable denomination of issue to
recognize an extreme event for the scope of big data [4].
The spacecraft launched in October 1997 from the Earth arrived to the orbit around planet
Saturn on 1 Jul 2004 [8]. This event is named Saturn Orbit Insertion (SOI) of the space-
craft Cassini-Huygens. It required the spacecraft 6.7 years from the Earth’s launch to reach
its destination (SOI) at Saturn. The data set that we conducted our research in this work
can be found at the NASA reference [7].

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund. The paper was supported by the
QoS-HPC-IoT Laboratory, too.
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Related work and previous studies
High number of research papers are accessible in the Cassini-Huygens project field

[1, 3, 5, 6, 9]. Majority of them are focused on the Saturn, its rings and moons. No
detailed evaluation of the trajetory modifications of the Cassini orbiter was presented in
the scientific literature yet.

Complex event detection conditions of the Cassini trajec-
tory

The main goal behind the application of our classifier is to specify complex events
from sensor-generated data. To recognize the temporal semantics for identifying complex
events, we have extended the sensory data index. The trajectory of the spacecraft was
modified several times but no detailed information is available publicly about these events.
The accessible database of the NASA with 116 volumes contains samplings with high
dispersion of the time. After the process of SOI in 2004, the spacecraft was executing
several modifications of the trajectory conform to the commands sent by the supervisor
team from the Earth.

Since velocity is a measured vector variable, an extreme event in the trajectory im-
plies fulfilling one of the following two conditions: an extreme change in time of the
velocity vector direction or of the velocity vector magnitude. Cardinality of the processed
sets I and J, give the number of extreme events considered trajectory modifications of the
Cassini orbiter. Generation of these two sets were based on fulfilling the threshold values
of the conditions. The cardinality dependence of the sets I and J was analysed in function
of threshold values and working point of operation was determined. The total number of
extreme events based on velocity vector modification and acceleration magnitude modifi-
cation are 210 and 114, respectively. These events serve to make binary classification of
the samples.

Classification with recurrent neural networks
It is obvious that extreme events of the trajectory are time dependent and can be de-

tected based on the sequences of the sampled multidimensional time series. To keep the
orbiter on the complex helicoid discussed previously, automatic modifications were exe-
cuted by the orbiter. Because of different scientific and astronomical targets of the project,
there were sent modification commands of the trajectory by the human control team from
the Earth. For better sensing the memory behaviour of the trajectory we used Bi-LSTM
and LSTM layer of the tested neural networks. The confusion matrix with regard to binary
classification is a 2×2 table intended to depict the grouping model performance and shows
precisely the number of classified samples. Usage of the Matthews correlation coefficient
MCC and F1 score gave us possibility to determine classification precision of each tested
LSTM or Bi-LSTM RNN system.
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Smartwatch activity recognition using ML.net
framework
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Cluj-Napoca, North University Center Baia Mare

alexanalexandru@gmail.com
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Wearable devices are becoming everyday objects, assisting us in many fields including
healthcare [2]. One of the most popular wearable technology devices is the smartwatch,
which replaced an every-day carry device with one capable of monitoring and assisting
the wearer. This integrates very well with the smart house ideology [4], providing a device
that can control any aspect of a smart House in an extremely small form factor. Although
the initial reason for using a smartwatch[1] may not be health or IoT integration orien-
tated, this small device can easily help in these areas and do much more. Even though
these devices are not medical grade, they can help detect health problems [5] due to their
multiple integrated sensor types and high wear time. Another area that can benefit from a
small device that has movement sensors and is worn most of the time by the user is activ-
ity recognition. Activity recognition was extensively implemented using a smartphone [3],
using one detection device that can record and process the user’s movement data. Having
another device, a smartwatch, that is worn by the user on his wrist, helps significantly in
providing correlation data and additional information regarding the user’s current activ-
ity. The data that is gathered by the smartwatch needs to be processed, and for this, we
choose a .net machine learning framework, ML.Net. With this framework, we have access
to complex pipelines for machine learning processing. Due to the emergence of .net Core,
which can run on multiple operating systems, this library can be used on a wide number
of platforms. One of the most important aspects of choosing this framework was the fact
that is open source, allowing the developer to see or even alter the source code.

The data from the chosen smartwatch, a Samsung Gear S3 device, was gathered using
a custom Tizen app written in c sharp. This Tizen .NET application has access to the
underlying sensor layer and its values. There are multiple advantages of using the C sharp
programming language, besides rapid application development, as we benefit from the
Common Language Infrastructure standards and a managed runtime. This application
handles the data gathering process from the smartwatch device and uses a web-socket to
transfer this data to the cloud.

The gathered and processed data is comprised of accelerometer and gyroscope data for
the three axes: x, y and z. The obtained data is being also displayed on the watch face as
shown in figure 1 while the watch application is running.

After the data is loaded into the cloud, it is currently offline processed using the
ML.NET framework to analyze the activity types. The best algorithm for this data, tested
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Figure 1: Sensor data displayed on the smartwatch

using a small data-set, is FastTreeRegression with a coefficient of determination of 0.9392.
The chosen FastTreeRegression algorithm is an implementation of the MART gradient
boosting algorithm and yielded good results on the used data-set.

Keywords: activity recognition, smartwatch, wearables, IoT, machine learning, ML.NET,
sensor network
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Multi-Resident location detecting in Smart
Home
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Smart homes equipped with activity detection sensors, which have a binary output, can
be considered low-cost activity monitored locations. Although this type of activity detec-
tion system has a low-profile and is very affordable, it can successfully be used in multiple
domains such as automation, health monitoring, security and activity detection [7]. This
system works very well if detecting simple actions or monitoring a single subject. How-
ever, if multiple residents live in the same smart home, correctly determining the activity
type and pinpointing the correct subject can get very challenging [3], [5]. One option to
improve the activity detection rate and accuracy is to use Artificial Intelligence to interpret
the data gathered from the Smart House sensor networks. Since we are dealing with mul-
tiple resident scenarios, one of the most difficult roles of the artificial intelligence layer is
to correctly match the sensor data to the appropriate resident [2] to correctly identify the
performed activity. The amount of data and quality can greatly affect the chosen data anal-
ysis algorithm and predictions. Using machine learning algorithms (MLA) [6] can greatly
increase the detection accuracy due to the multiple existing data processing functions [4].
Since MLA is a universal nonlinear tool for modeling and processing complex data [1],
it is a great choice for complex activity recognition. In this article, we propose an activ-
ity detection and recognition system that is capable of operating in a multi-resident smart
house. We propose to recognize complex activities and assign them to the correct resident.

Keywords: smart home, CASAS, multi-resident tracking
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Enhanced heuristic optimization of high order
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This paper presents a heuristic optimization method for finding high order concentrated
matrix-exponential (ME) distributions.

Introduction
Highly concentrated matrix-exponential functions are useful in many research areas, for
example, in numerical inverse Laplace transform (NILT) methods [3]. Recently, Akar et
al. [1], proposed the ME-fication technique, in which a concentrated matrix exponentiation
distribution replaces the Erlang distribution for approximating deterministic time horizons.

In a recent work [4], concentrated ME distributions of order 𝑁 , abbreviated as
CME(𝑁 ), were successfully constructed in the range of 𝑁 = 369, . . . , 2001 based on
a heuristic numerical optimization procedure optimizing 3 parameters independent of the
order. In this work, we aim at improving that heuristic optimization procedure to further
decrease squared coefficient of variation of the computed CME(𝑁 ) distribution. The pro-
posed enhanced optimization procedure optimizes 6 parameters (independent of the order)
and we refer to it as 6-parameter optimization method.

Matrix exponential distributions
Definition 0.1. Order 𝑁 ME functions (referred to as ME(𝑁 )) are given by

𝑓(𝑡) = 𝛼𝑒A𝑡(−A)1, (0.1)

where 𝛼 is a real row vector of size 𝑁 , A is a real matrix of size 𝑁 ×𝑁 matrix and 1 is
the column vector of ones of size 𝑁 .

Definition 0.2. If 𝑓(𝑡) ≥ 0,∀𝑡 ≥ 0, and 𝛼 is such that 𝛼1 = 1 then 𝑓(𝑡) is the probability
density function of a ME distribution of order 𝑁 .

According to (0.1), vector 𝛼 and matrix A define a matrix exponential function. We
refer to the pair (𝛼,A) as matrix representation in the sequel.

*This work is partially supported by the OTKA K-123914 and the NKFIH BME NC TKP2020 projects.
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An ME distribution is said to be concentrated when its squared coefficient of variation

𝑆𝐶𝑉 (𝑓(𝑡)) =
𝜇0𝜇2

𝜇2
1

− 1, (0.2)

is low. In (0.2), 𝜇𝑖 denotes the 𝑖th moment, defined by 𝜇𝑖 =
∫︀∞
𝑡=0

𝑡𝑖𝑓(𝑡)𝑑𝑡. We note that
the SCV according to (0.2) is insensitive to multiplication and scaling, i.e. 𝑆𝐶𝑉 (𝑓(𝑡)) =
𝑆𝐶𝑉 (𝑐𝑓(𝜆𝑡)).

The solution of the optimization problem

min𝛼,A 𝑆𝐶𝑉 (𝑓(𝑡))

subject to 𝑓(𝑡) ≥ 0, ∀𝑡 > 0

is still open, and following [4], we look for concentrated ME distribution in the following
subset of ME distributions which is non-negative by construction.

𝑓(𝑡) = 𝑐𝑓+(𝜆𝑡), (0.3)

where 𝑓+(𝑡) is

𝑓+(𝑡) = 𝑒−𝑡
𝑛∏︁
𝑗=1

cos2
(︂
𝜔𝑡− 𝜑𝑗

2

)︂
, (0.4)

where 𝜔 ≥ 0 and 0 ≤ 𝜑𝑗 < 2𝜋 for 𝑗 ∈ {1, . . . , 𝑛} and the order of the associated ME
distribution is 𝑁 = 2𝑛+ 1.

Our proposed method aims at finding ME(𝑁 ) with low SCV for such high orders where
the optimization of all parameters of 𝑓+(𝑡) is infeasible.

The SCV values resulted by our proposed 6-parameter optimization procedure is com-
pared with the existing 3-parameter optimization procedure in Figure 1. The figure also
plots the SCV values obtained from the optimization of all parameters of 𝑓+(𝑡) by the
CMA-ES evolution strategy based optimization method [2].
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function of order 𝑛 in log-log scale
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Introduction
One of the main motivations of studying random graphs is modelling large real-world net-
works. However, these large networks can be much more complex than a set of vertices
and edges: both vertices and edges can have different characteristics which have an im-
pact on the random growth of the graph. For example, in an online social network, we
can separate the users in a few groups (e.g. according to age, place of living etc.) such
that vertices in the same group have higher chance to be connected to each other and their
membership also has an effect on their connections with other groups. Among other con-
cepts (e.g. clustering, stochastic block models), this can be modeled by multitype versions
of preferential attachment model. The graph is growing step by step, by adding always
a new vertex, connecting it to some of the old vertices such that vertices with larger de-
gree are chosen with a higher probability, and then, the type of the new vertex is chosen
with probabilities proportional to the number of vertices of different types among its new
neighbors. These kind of models have been studied recently in [1, 5].

It is also natural to distinguish different types of edges. For example, being friends or
being colleagues can be represented by different types when we want to model an online
social network. Furthermore, we can also assume certain preferential attachment type of
dynamics: old vertices with larger number of edges from a given type have higher chance
to get new edges from this particular type. This means that the types of edges are chosen
in a way depending heavily on the random evolution of the graph, and we can see a non-
trivial random structure as a result. In particular, we can be interested in the asymptotic
proportion of vertices having, for example, two edges of type 1, five edges of type 2, etc.
This can give us an understanding of the local behaviour of this multitype network.

Based on [2, 4], we present our results proving that this asymptotic proportion of ver-
tices with a given edge configuration converges. This convergence is shown in a general
setup, where the limits are random variables themselves, for which we can derive a recur-

*This research was supported by the project "Integrált kutatói utánpótlás-képzési program az informatika
és számítástudomány diszciplináris területein (Integrated program for training new generation of researchers in
the disciplinary fields of computer science) ", No. EFOP-3.6.3-VEKOP-16-2017-00002. The project has been
supported by the European Union and co-funded by the European Social Fund.
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rence equation. Going further, in a special case, we show that the limit becomes deter-
ministic if we add a random perturbation to the probabilities of choosing different type of
edges. The main tools for studying these questions are martingale methods and the theory
of urn models, when the number of balls added to the urn is random and depends on the
color of the ball chosen.

An important application of the theory of random graphs is about epidemic spread.
Again, adding types as extra features to the vertices and edges of the graph can be mo-
tivated by real-world problems. For example, age has an essential role in infection and
recovery from many diseases, hence it is worth introducing groups of the individuals, ac-
cording to their age. Based on [3], we present the results of computer simulations, where
we compare different vaccination strategies in case of epidemic spread modelled on ran-
dom graphs (including preferential attachment random graphs) with multiple type vertices.
We conclude that both the type and degree of the vertices are essential features for the op-
timal vaccination.

Keywords: random graphs, martingales, preferential attachment
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In the past few years many formalisms have been designed by computer scientists in
order to model biological systems consisting of interacting components. Most of these
systems are high level abstractions of biological phenomena with the aim of describing a
complex system and the possible interactions of the constituents [4], [5], [2]. However, the
implementation of efficient simulators for high level languages did not prove to be an easy
task. The calculus of String Multiset Rewriting (SMSR) [1] seemed to offer a solution
acceptable from both approaches: the maximal matching operator is able to represent
higher level languages and the SMSR system is simple enough to enable the development
of efficient simulators. SMSR is based on term rewriting. A term in SMSR consists of a
multiset of strings. By the maximal matching operator we are able to manipulate tree-like
structures: complete multisets can be replaced by another multiset at the same time. This
is the very feature that we make extensive use of in present work.

In our presentation we define reduction rules so that we can embed the 𝜆-calculus in
the calculus of SMSR. We govern the evaluation process by introducing new constants
in the calculus, which, by the matching process, restrict the number of applicable rules.
We remark that SMSR is a commutative structure with respect to the order of strings
forming the multisets. Hence, we have obtained a representation of the non-commutative
𝜆-calculus in a commutative structure which is not very difficult to implement. Firstly,
we prove the correctness of the translation, then propose some applications of this new
approach.

The theory of the lambda calculus has some elementary and well-known results, the
proofs of which might lean on an intuitive understanding of the terms little more than
necessary. We examine two well-known theorems: the standardization and the finiteness
of developments theorems (cf. [3]). The standardization theorem asserts that, if we have
a reduction sequence from 𝑀 to 𝑁 , then there is a reduction sequence with the prop-
erty that no redex can be used "to the left" of an already used redex. The finiteness of
developments theorem roughly says that, if we start reducing the redexes of a term, the
reduction sequence always terminates provided we never reduce the created redexes but
only the ones obtained from the already existing redexes. Our translation allows us to give
a proper representation of the lambda calculus subterms, hence a correct description of

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was co-
financed by the Hungarian Government and the European Social Fund.
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the 𝛽-reduction. This time, the strings in the translation act as addresses of subterms, the
reduction step can be depicted as an operation on paths leading to subterms. This strict
accordance is established in order to obtain a proof of the standardization theorem. The
finiteness of developments theorem is proved by a reformulation of Xi’s development sep-
aration method [6]. The machinery at hand provided by the translation seems to allow us
a much clearer setting even for the demonstration of the development separation theorem.

Keywords: String Multiset Rewriting, lambda calculus, finiteness of developments
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Extended abstract
Compared to deterministic weather forecasting, the implementation of ensemble predic-
tion systems (EPS) in the early 90’s was a significant improvement. However, in real-life
scenarios ensemble predictions tend to be underdispersed and/or biased, hence uncali-
brated. Scientific literature offers multiple ways to calibrate ensemble forecasts, introduc-
ing both univariate and multivariate post-processing methods.

Although univariate approaches generally improve the forecast skill of ensemble fore-
casts, certain spatial and temporal dependencies, that are present in the raw ensembles,
may be lost during post-processing. One of the main aspects of applying multivariate post-
processing is restoring the lost spatial and temporal dependencies. Lerch et al. [6] pro-
vided a comprehensive comparison of different multivariate post-processing procedures,
whose forecast skill was assessed using simulation-based data. Multivariate methods can
be broadly divided into two separate groups. The first one aims to fit a multivariate distri-
bution function, which can lead to numerical problems, due to the large number of param-
eters to be estimated [1]. During the second strategy, a univariate post-processing method
is applied to the raw ensemble, then samples are generated from the resulted predictive
distributions. Finally, these samples are reordered according to information based on the
rank structure of raw forecasts, forecast errors or past observations.

We are focusing on the latter approach and our aim is to extend the study of Lerch
et al. [6] by investigating the forecast skill of the different methods using real ensem-
ble forecasts and corresponding observations. We consider temperature and wind speed
forecasts for 7 major cities of Hungary produced by two different ensemble prediction
systems, namely, the operational EPS of the European Centre for Medium-Range Weather
Forecasts (ECMWF) and the ALADIN-HUNEPS system of the Hungarian Meteorological
Service. In both case studies calibrated univariate temperature and wind speed forecasts
are obtained using normal [4] and truncated normal [9] EMOS models, respectively. In the
second step, various forms of the ensemble copula coupling (ECC) [7], the dual ensem-
ble copula coupling (d-ECC) [2] and the Schaake shuffle [3] are applied. To quantify the
forecast skill of the different multivariate post-processing methods we consider the energy
score [5] and the variogram score [8].

According to our case studies, multivariate approaches generally improve the predic-
tive performance of the raw ensemble forecasts, especially in the case of wind speed.
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However, the selection of the best performing method is not trivial, since it strongly de-
pends on the prediction horizon and the weather variable at hand.

Keywords: ensemble model output statistics, ensemble post-processing, multivariate cali-
bration, probabilistic weather forecasting
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In recent years, ensemble weather forecasts have been provided by all major weather
prediction centres, which obtain their forecasts from multiple runs of numerical weather
prediction models with perturbed initial conditions or parametrizations. However, ensem-
ble forecasts can often be underdispersive and also biased, so post-processing is needed to
account for these deficiencies. One of the most popular modern post-processing techniques
is the ensemble model output statistics (EMOS), which provides a full predictive distribu-
tion of the studied weather quantity. We propose a novel EMOS model for calibrating wind
speed ensemble forecasts, where the predictive distribution is a generalized extreme value
(GEV) distribution left truncated at zero (TGEV). The truncation corrects the disadvan-
tage of the GEV distribution based EMOS model [2] of occasionally predicting negative
wind speed values without affecting its favorable properties. The new model is tested
on wind-speed forecasts of the 50-member European Centre for Medium-Range Weather
Forecasts ensemble and the 11-member Aire Limitée Adaptation dynamique Développe-
ment International-Hungary Ensemble Prediction System (ALADIN-HUNEPS) ensemble
of the Hungarian Meteorological Service. The forecast skill of the TGEV EMOS model is
compared with the predictive performance of the truncated normal [3], log-normal [1] and
GEV EMOS methods and the raw ensemble forecasts. The results verify the advantageous
properties of the TGEV EMOS approach.

Keywords: Continuous ranked probability score, ensemble calibration, ensemble model
output statistics, truncated generalized extreme value distribution
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The goal of this paper is to draw attention to the MaxWhere 3D VR platform. MaxWhere
3D platform (www.maxwhere.com) is a desktop VR solution that can considerably de-
crease working and educational costs, while at the same time improves the effectiveness
of students and active employees. Virtual and Augmented Reality Technology is one
of the key technologies of digital transformation in industrial and non-industrial areas.
MaxWhere has various features to integrate Industry 4.0 tools, e-learing tools, content,
online meeting and working tools or video/audio based content. It possesses powerful fea-
tures for sharing (publicly or in private groups) 3D collaboration rooms, classrooms, study
rooms, mentor rooms, as well as highly interactive showrooms and laboratories.

Beyond MaxWhere, the paper discusses the possible consequences of a radical digiti-
zation using 3D spaces in general, which brings with itself a change in everyday workflow
and learning processes and knowledge management in modern industrial, management
and educational environments.

Our research focuses on the capabilities of MaxWhere-based on considerations behind
the field of Cognitive Infocommunications (CogInfoCom) [1, 2, 9]. Cognitive infocom-
munications (CogInfoCom) is an interdisciplinary research field that has emerged as a
synergy between info-communications and the cognitive sciences. One of the key obser-
vations behind CogInfoCom is that through a convergence process between these fields,
humans and ICT are becoming entangled at various levels, as a result of which new forms
of cognitive capability are appearing.

The objective is to shift the currently used VR frameworks towards the cybereduca-
tional space and workspace and to justify the viability of MaxWhere VR in achieving this.

The key observation to make with respect to these different channels of communica-
tion is that they can all be used – and moreover simultaneously – in VR environments [7].
In contrast, when using the 2D solutions that are widespread today, it is not possible to
make full use of the auditory and spatial metaphors that arise naturally through relation-
ships in 3D space. In 2D, not as many objects can be ‘close’ to each other, as 2D allows
for less complex topologies than 3D. The distance between and size of objects in 3D ac-
quire new connotations by virtue of their identity: a table in 3D is naturally designed for
laying out and comparing documents, whereas a display on a wall is naturally designed for
presentations or content laid out for all to see. The absolute size (and relevance) of differ-
ent content are easier to understand in 3D because the spatial surroundings offer a natural
scale by which to interpret the normative size of various displays and objects. Whereas
2D offers some kind of understanding of relative sizes, normative scale is most often ei-
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ther disregarded or lost. These are just a few reasons why VR is extremely powerful in
communicating a wide range of concepts [6].

The 3D visualization must be linked to the user and follow its motion, so that the 3D
virtual object can be rendered in the real time according to the relative position of user to
the real object [3].

In a more quantifiable sense, several recent investigations have focused on how many
and what types of interactions are necessary to achieve similar results in different – 2D and
3D scenarios. Of key interest is how workflows can be communicated and shared through
linguistic descriptions, digital content and technological tools.

Our tests show that users are able to complete a set of digital workflows given to them
at least 50 faster in 3D, using the MaxWhere 3D environment [8, 10], than in traditional
educational platforms. Further, 3D environments are capable of providing users with a
much higher level of comprehension when it comes to sharing and interpreting digital
workflows [4, 5].

Keywords: Cognitive Infocommunications, 3D virtual learning, digital mindset, digital
twins
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The Prime Convo Assistant initiative is a software development idea intended to ex-
amine how we could use automatic and interactive theorem provers and machine learning
methods to automatically generate new sentences in an artificial visual language. The
name Prime Convo Assistant comes from the name of the device of Isaac Asimov’s psy-
chohistorians called Prime Radiant on the one hand, and from, according to Julian Jaynes’
theory of the bicameral mind, the internal conversation with ourselves on the other. Our
idea is that the sentences of the visual language in question are initially given in the form
of first-order logic formulas, as in the case of Pasigraphy Rhapsody. In the framework of
the present work, we primarily conduct literature research and test existing models. On the
one hand, in the field of what neural models exist whose input is a first-order logic corpus,
and on the other hand, in the field of what deep learning-based solutions help the operation
of automatic theorem provers. In addition, in a broader context, we examine the possible
relationship between Society 5.0 and esport culture from a kind of robopsychological and
robophilosophical point of view.

Introduction

The initiative called Pasigraphy Rhapsody1 (PaRa) aims to create a first-order logic-based
artificial graphical language. In our preliminary experiments, the logic formulas are rep-
resented by n-dimensional dotted hypercubes, the dotting of the hypercubes has been in-
spired by our previous work [3] as it can be seen in Fig 12. Our motivation was to invent a
Minecraft-like builder game based on such hypercubes.

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.

1Pasigraphy Rhapsody, https://gitlab.com/nbatfai/pasigraphy-rhapsody.
2The idea of using yslant and xslant to achieve a 3D effect like appearance is based

on Stefan Kottwitz’s example http://www.texample.net/tikz/examples/sudoku-3d-cube/,
see https://gitlab.com/nbatfai/pasigraphy-rhapsody/-/blob/master/para/docs/
prelpara.lua.
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Figure 1: A detail of the PaRa formalization of Lord’s Prayer in 2 and 3
dimensional LuaLaTeX visualization.

Source: https://gitlab.com/nbatfai/pasigraphy-rhapsody

Prime Convo Assistant
To develop Pasigraphy Rhapsody, in our previous work [2] we proposed to formalize stan-
dard artificial intelligence tasks (like monkey and banana) or to create a game where play-
ers formalize their everyday activities. But these are very slow processes if the latter is
possible at all. Therefore, in this work, we raise the issue of examining the possibility
of automatic conversion of large corpora to Pasigraphy Rhapsody such as converting the
Lean Mathlib library3. The goal of using a game to formalize sentences is to reach the
widest possible user community. That is important from two main aspects. On the one
hand an esport game can shape the thinking of players widely4, namely to teach modern
mathematical logic to them. And on the other hand we could build large corpus in this
way. In this work we move away from looking for possible games but we try to fulfill the
latter sub-goal with a different method. Since in an axiomatic system in principle we can
automatically generate new sentences easily. The Lean Matlib library a such axiomatic
system. So it is worth to try to formalize it in PaRa. The first step in the PaRa formaliza-
tion is to create the first-order logic form of the investigated sentences. But the following
steps has already been fully automated. Therefore, in principle, such a conversion may
be possible. With PaRa conversion, our goal is to study the possible neural models that
receive the same input in parallel, but one model gets its input in visual (as PaRa images)
form and the other in textual (as first-order logic formulas) form. In this sense the concep-
tion of Prime Convo Assistant, introduced in [2], would be transformed to a such system
that has the following use cases.

1. Translating the Lean corpus to PaRa

2. Creating new sentences from the Lean logical corpus on the one hand and from the
converted visual (PaRa) images on the other hand.

3The Lean mathematical library, https://arxiv.org/abs/1910.09336, https://github.
com/leanprover-community/mathlib.

4But it can also be interesting to compare Society 5.0 [5] and esport culture.

30

https://arxiv.org/abs/1910.09336
https://github.com/leanprover-community/mathlib
https://github.com/leanprover-community/mathlib


Possible Neural Models
First-order Logic Input Our first question that what neural models exist whose input is
a first-order logic corpus. Are there such BERT-based systems [6]? An another question
is whether a soft theorem prover, such as [4] could be applied to first-order logic input?

Symbiosis of Theorem Provers and Machine Learning The DeepMind work [1] pro-
vides some answers to our questions, as it uses formulas formally derived from axioms as
a training set. Therefore, a natural question is whether can we repeat their results using
Lean? Can machine learning provide a Jaynesian inner voice that, for example, can say
hints to the interactive theorem prover?

Keywords: robopsychology, robophilosophy, machine learning, automated theorem prov-
ing, Society 5.0, esport
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The Red Flower Hell challenge is designed for undergraduate courses, such as intro-
ductory programming or artificial intelligence, in which students can learn in a competitive
way. The name Red Flower Hell comes from the objective of the challenge because the
agent programs to be developed must collect as many red flowers as possible in a battle
royale-like gorge in Minecraft created directly for this challenge. The battle royale feature
is given by that lava flows down the hillsides in the gorge. In the first round of the chal-
lenge, agents only have to deal with lava. In the second round, agents also have to fight
various Minecraft monsters, such as zombies or spiders. The agent versus agent fight has
not yet been implemented. We have used Project MALMÖ for implementing Red Flower
Hell. It is a Minecraft mod created by Microsoft for researching artificial general intelli-
gence. The Red Flower Hell challenge was tested at a High-level programming language
course at the University of Debrecen in the spring semester of the 2019/2020 academic
year. We present these experiences in this work.

Introduction
Today, it is typical that leading tech companies have their own artificial general intelli-
gence (AGI) research platform, which is organized around a given particular well-known
game. Such a platform of Microsoft is based on the Minecraft game, this is the Minecraft
MALMÖ project [5].

Minecraft and AGI Research

The MALMÖ AGI research platform is also evolving through competitions with renowned
universities and companies [4], [3], [2]. But our esports department called DEAC-Hackers
also has a Minecraft-MALMÖ division [1].

¶This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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Red Flower Hell

The Red Flower Hell (RFH) is a MALMÖ project-based, battle royale-like gorge in Minecraft,
shown in Figure 1, designed for undergraduate courses, such as introductory program-
ming or artificial intelligence in order to students can learn in a competitive way. The
XML file defining our gorge-like game world can be found on the project repository at
https://github.com/nbatfai/RedFlowerHell.

Figure 1: The base task is to collect as many red flowers as possible
before the lava flowing down the hillside has reached the agent. Source:

https://github.com/nbatfai/RedFlowerHell

Human Intelligence agents
Before we start programming AI or simple heuristic agents, it is interesting to know how
many flowers a human player can collect. This question is answered by Human Intelli-
gence (HI) agents.

Software Agents for Introductory Programming Courses
These agents are based only on simple heuristic algorithms and do not contain standard
MI solutions such as graph searching or Q-learning.

Some sample agents

The following simple heuristic example agents have been created for RFH. The GreenPill,
Test Subject #40 and MrPoppy.
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RFH for AI Courses
These agents must already use standard MI techniques such as Q-learning.

Keywords: Minecraft MALMÖ, programming challenge, education of programming, agent
programming, artificial intelligence
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A new virtual reality-based test battery is now under development as part of an aptitude
test and skill development project to support human resource assessment. This test space
focuses on the subjects’ spatial orientation skills. Spatial orientation is defined by two
parameters—directional heading and location—that are usually described relative to fixed
reference points in the environment referred to as landmarks [5]. Virtual reality-based
spatial orientation tests have a wide literature, as this technology enables the information
incorporated into the virtual environment to be manipulated empirically.

The present research uses MaxWhere desktop virtual reality platform that capable of
displaying both 2D and 3D content and becoming in the focus of several studies in the
past years [1–4, 6]. The proposed study takes place in a virtual city, where the center of
a small town is displayed with a suburb and a business district. In this spatial orientation
task, the participants have to go to a given location space with the help of a map as fast as
possible. The map is a plan view, schematic document. When the user reaches the goal,
a new task is presented regardless of the correctness of the previous item. Each task takes
place in the same virtual environment, but the starting and goal points are changing from
item to item. After finishing the tasks the participants have to solve a spatial memory test.
In this recognition, test pictures are presented about locations from the virtual space and
distractor images. The task is to indicate which presented images were seen during the
spatial orientation task.

The main dependent variable is the elapsed time between the start and endpoint of each
item and the number of map viewing is recorded. The basic task can be extended with
an aggravating condition by modifying the visibility (mist, lowlight) and as a facilitating
condition, the participants can see their position on the given map.

Keywords: virtual reality, spatial orientation, spatial memory
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In our paper we would like to present our three-dimensional virtual library model
(3DVLM) and its current implementation in the three-dimensional virtual space of the
MaxWhere Seminar System. The aim of the 3DVLM is to present for the library users
selected verbal and multimedia content in the 3D space (and in parallel in the hypertextual
2D space) in order to achieve two basic aims:

• first, giving an overview of the classical heritage which the European culture is
based on. In this respect, the users can have access to texts about Callimachus who
was one of the most respected Hellenistic scholar-poets of his age, as well as se-
lected literary texts by Callimachus and other prominent authors (e.g. epigrams,
lyric poems, anecdotes etc.). In addition, the library provides the readers with sup-
porting materials (e.g. vocabulary items, concordances and quotes, selected parts
of relevant Wikipedia entries etc.) which help them to understand the preprocessed
primary texts. Note that the co-reference and/or intertextual relationships are repre-
sented, in the first place, by hypertext links between the primary texts (or selected
parts of texts) and the supporting materials;

• second, the virtual library is intended to support language learning by carefully
preparing and commenting the provided texts in order that the users, and espe-
cially the young members of the generation CE with supposed intermediate or ad-
vanced English language competence can acquire the accumulated knowledge and
preserved values that the ancient authors created centuries ago.

The learning philosophy of the model is to help the readers understand and interpret the
primary texts of the virtual library ‘at once’, supplying them with the necessary knowl-
edge (represented by secondary materials covering the relevant linguistic or dictionary,
generic, encyclopedic and background knowledge). Because the smooth (i.e. easy, simple,
self-evident, user-friendly etc.) access to the primary texts and the associated secondary

*This research was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was
co-financed by the Hungarian Government and the European Social Fund.

†The second author thanks for the opportunity to have a presentation in the CITDS conference.
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materials is essential in the learning process, we tried to arrange and visualize the com-
piled material by using different and varied colors and typography (e.g. font and paragraph
styles, images, graphics, icons, lists, tables, graphs, spatial maps, etc.). Note that exploit-
ing the excellent and spectacular features of the 3D environment might possibly motivate
the members of the generation CE, and therefore encouraging and persuading them to en-
hance their knowledge (being linguistic on the one hand, and general on the other hand).
We firmly hope that our users will gradually improve their English language competence in
the course of reading, understanding and memorizing the preprocessed material provided
by our virtual library.

In our paper we would like to focus on the data structure and organization of the virtual
library model selecting, introducing and illustrating typical structure patterns by visualiz-
ing them. Some of these patterns are as follows:

• the primary texts contain embedded hypertext links to other texts (representing en-
cyclopedic knowledge) and vocabulary items (representing dictionary knowledge);
in addition, there are links to the thesaurus pages organized around relevant micro-
contexts, i.e. thesaurus items (semantically related words, expressions and phrases
upon a specific subject or meaning) and concordances (or quotations) which belong
to the corresponding thesaurus pages;

• the category page about ancient Greek literature including categories from the hi-
erarchical classification scheme of the ancient Library of Alexandria invented by
Callimachus (referred to as “Pinakes”) in the 3rd century BC. It has hypertext links
to the relevant primary texts representing a classification scheme of the 3DVLM;

• the navigation page which represents a kind of “navigation map” for the selected
content of the virtual library. The map shows relevant connections between selected
content units of the virtual library established by relevant keywords and/or “key
sentences”. The map has hypertext links to the exact location where each referred
item can be found;

• the reference page which consists of the bibliographic description of all sources
having been referred to from anywhere in the full content of the virtual library. It
currently contains more than 350 entries.

In order that the selected texts could be easily understood and memorized we provided
additional items which are necessary for language learners (e.g. vocabulary and thesaurus
of rare or special words, expressions and idioms, images and illustrations, selected con-
cordances and quotations, encyclopedia entries, referred texts etc.).

Although the current implementation of the model in the MaxWhere Seminar System
uses the 3D Castle space, it is, because of the flexible organization of the 3DVLM, fully
compatible with other MaxWhere 3D spaces. In our presentation we would like to show a
brief overview of how the model works in the 3D environment emphasizing those features
which we think can be especially useful and efficient for the possible users of the virtual
library [1–5].

Keywords: three-dimensional virtual library model (3DVLM), MaxWhere Seminar Sys-
tem, Callimachus, text-based language learning
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Andrea Bodonyiab, Győző Kuruczc, Gábor Hollóc,

Roland Kunklib

aUniversity of Debrecen, Doctoral School of Informatics
bUniversity of Debrecen, Faculty of Informatics

{bodonyi.andrea,kunkli.roland}@inf.unideb.hu
cUniversity of Debrecen, Faculty of Humanities

{kurucz.gyozo,hollo.gabor}@arts.unideb.hu

In the course of a wide number of research projects, the need to deal with a large
volume of research-specific generated data is frequently present. Whether looking for
patterns, anomalies, or visual forms of the data, the issue more than likely demands a
visualization framework. A potential precedent may be the observance of the microscopic
world, allowing us to extract new knowledge regarding its nature [4].

The problem that we faced had the same requirement; the generated research-specific
data could become significantly clearer if presented visually, allowing the observer to gain
access to some of the higher-level properties that would be difficult to obtain otherwise.
Our research aimed to analyze certain aspects of the behavior of microscopic organisms
in a well-defined environment [2, 3]. The output of the simulation system used in the
research was several datasets, each of which contains a description of the movement of a
microscopic organism in a three-dimensional environment. However, considering the non-
trivial characteristics of the data sequence, no out-of-the-box solution could be applied for
our visualization purposes.

Each of the datasets is made of a frame sequence describing the step-by-step move-
ment of the simulated organism. The non-triviality originated from the fact that the de-
scription was realized indirectly by the behavior of the environment. Given was five fixed
food points in the organism’s surroundings and a central moving object representing the
organism itself. In each data frame, we only had information about the change of the sur-
rounding objects in terms of the organism’s point of view, which effectively means that
in every moment, we only know the location vectors of five points in the central object’s
local coordinate system, and the object itself is positioned in the global origin.

This work aims to present the creation process and the operation of a framework for
visualizing the movement and behavior of microscopic organisms. The framework solves

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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the problem of indirectness and determines the per-frame positions of the objects. We
achieved these goals by building on our previous method, which relies on barycentric
coordinates for the conversion process that originates from the need to go from local to
global coordinates [1]. The main advantage of this method comes from the fact that the
coordinate transformation process is realized entirely without building on earlier frames,
yielding a higher overall precision by avoiding the propagation of floating-point errors that
is a known drawback of the matrix-based approach.

The main idea is that the food positions from every frame are taken as reference points
for obtaining the barycentric coordinates of the central object, using the reference points
from the very first frame as a basis. Since obtaining the barycentric coordinates of a
three-dimensional point requires four reference positions, the possessed data is perfectly
satisfactory for these constraints. The food points had a randomly generated and fixed life-
time to simulate the consumption by other competitors. Thus, the points could disappear
either when the food was consumed by the organism or when their lifetime reached their
maximum value (i.e., they were “eaten” by a competitor organism). In this case, the food
in question is replaced in the next data frame with a new one, positioned at a different lo-
cation. This ever-changing nature of the reference points raised the problem of finding the
coordinates of the newly appeared reference points to update the basis used for the central
object.

Considering all the requirements mentioned above and putting our barycentric method
into practice, we designed a tool for processing the existing simulation data, obtaining
the necessary global positions, and visualizing the results in a three-dimensional scene.
The framework was implemented in such a way that it delivers an interactive visualization
environment, facilitating the efficient exploration of the input data through real-time, user-
driven feedback mechanisms. Throughout the design of our proposed system, we also
made sure to include several functions for the users to analyze their data from multiple
aspects and get answers to their questions. The framework makes it possible to navigate
in the frame sequence to any desired moment and freeze the simulation for inspecting the
momentary behavior of the organism. Our application also includes the visualization of
the visibility of foods to get an overview of which are accessible for consumption by the
organism.

In this paper, we would like to present the starting problem, the world description,
and the data creation concept. We also give a brief overview of our existing, barycentric
coordinates-based approach and then provide an extension with the support of dynamic
reference points. The presentation of the application of our method based on barycentric
coordinates and the resulting visualization framework will also be part of our paper. Lastly,
we demonstrate our results using several new test scenarios (including both artificially
generated and real datasets) and present the analysis of the precision of our proposed
system.

Keywords: visualization framework, animation, movement, microscopic organism, barycen-
tric coordinates
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Researchers often use theoretical models to describe and explain various phenomena.
Research in the area of natural sciences generally defines theoretical models with the help
of mathematics, as well. The mathematical description of theoretical models is very use-
ful, as it can be used to generalize and parameterize the theoretical models. Furthermore, it
provides a relatively simple, yet concise and effective way of modelling complex phenom-
ena. However, it is a well-known fact that the more complex the model, the more complex
the mathematical description is. For this reason, theoretical models generally avoid large
complexity and aim for the simplest possible definition. Although simplicity makes the
model mathematically more manageable, it often makes it inaccurate to apply in practice,
leading to sub-optimal performance. This is because the real environments are usually
rather complex, and the studied phenomena and the related observations are never ideal or
regular. The collected data during the observations usually contain confounding factors,
for which a simple theoretical model can not prepare. Additionally, mathematical mod-
els are usually too rigid and sophisticated, and therefore cannot really deal with sudden
changes in the environment.

The application of data science and artificial intelligence provides a good opportunity
to develop complex models that can combine the basic capabilities of the theoretical mod-
els with the ability to learn more complex relationships. It has been shown [3] that with
neural networks, which are one of the most powerful tools for machine- and deep learning,
we can build such models, that can approximate mathematical functions. Trained artificial
neural networks are able to behave like theoretical models developed for different fields,
while still retaining their overall flexibility. In this way, the effective learning abilities of
neural networks can be combined with the basic abilities of theoretical models. Through
their learning capabilities and properties, trained models are capable of constant learn-
ing, and therefore have the ability to perform better than theoretical models in a complex
real-world environment.

The aim of our study is to show our notion that we can create an architecture using
artificial intelligence, especially neural networks, which is able to approximate a given
theoretical model, and then further improve with the help of real data to better suit the
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real world and its various aspects. In order to validate the functionality of the architec-
ture developed by us, we have selected a simple theoretical model, namely the Kermack-
McKendrick one [2] as the base of our research. The Kermack-McKendrick is an SIR
[1] model, which is a relatively simple compartmental epidemic one, based on differen-
tial equations that can be used well for infections that spread very similar to influenza or
COVID. However, on one hand, the SIR model relies too heavily on its parameters, with
slight changes in them leading to drastic overall changes of the S, I and R curves, and on
the other hand, the simplicity of the SIR model distorts its accuracy in many cases.

In our paper, by using the SIR model, we would like to show that the architecture
described above can be a valid approach for modeling the spread of a given disease (such as
influenza or COVID-19). To this end, we detail the accuracy of our models with different
settings and configurations, and also outline an ensemble network constructed from these
models that achieves even greater accuracy.

Keywords: deep learning, neural networks, mathematical models, SIR model
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As business and people rely more and more on computer related devices (including
smart devices and the IoT), they are increasingly vulnerable to cyber-attacks [1]. These
attacks include threats of social networks [6] data phishing, malicious programs etc. The
defense against malware is composed of malware detectors, systems that investigate mali-
cious objects (mainly files and URLs). Several malware detection techniques and methods
to investigate the vulnerability of systems are introduced in the literature [7].

Security solution testers use malicious files (sample set) coming from different sources
to determine whether the defense is able to detect these files as malicious or not [3, 8].

One of the most important parts of the testing procedure influencing the reliability of
the procedure is the correct and relevant selection of the used sample set.
How to correctly classify samples of a sample set is one the major issues for security
solution testers to ensure their service to be reliable and to be able to give relevant recom-
mendations for their client about the capabilities of security solutions [5]. Evaluating the
efficiency of different antiviruses (AV), different antivirus vendors or even testing the level
of security in a corporation requires reliable information about the samples [2].

Besides the main question whether a given object (file/URL) (abbreviated only file
in what follows) in a sample set is “Infected” or “Noninfected” [4, 9], in case of the in-
fected files the “freshness” of the infection is also an important issue. The starting time of
operation of a malware is essential for categorizing the malware as “New” or “Old”.

Sample selection can be broken down into three phases [10]: Collection, Validation
and Classification. In this paper the classification phase is in focus, however some aspects
of the validation phase are also incorporated. It is assumed that the collection was correct,
and the sample consists of real-world, prevalent, fresh, diverse files collected indepen-
dently.

The sample validation process essentially is series of tests to make sure that the sam-
ple is functional (has working malicious function). There are several methods trying to
validate samples: reverse engineering, usage of automated tools or by using various spe-
cialized tools (e.g. sandboxes) to check file integrity or functionality.

Best practices show that validation is most valuable when it is based on sample func-
tionality, but these methods are not applicable to all sample types and may need enormous
efforts to pursue these kinds of activities on a daily basis with huge number of files.

In this paper a so called “Time Evolution Model” is suggested to help categorize each
file or even a whole sample set (also called as feed).

The basic time dependent variable of this model is the Ratio of the “Yes” decisions to
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the question: Is this file infected? The answers come from the members of a set of anti-
malware where most of these members showed reliable operations in the past in malware
detection.

After the appearance of a new malware it takes less or more time for the different anti-
malware to detect the fact of infection. Some antimalware is simply not able to recognize
some specific infections. (Possibly due to some validation issue.) Hence the ratio of “Yes”
decisions is gradually increasing in time and reaches the state when the increase and the
variation of the Ratio value is small enough to establish this Ratio as the steady state value
of the time evolution.

The main goal of this study is to establish the main characteristics of these time func-
tions. A nonlinear curve fitting method is used to fit a smooth time function on the ob-
served Ratio data to estimate the steady state value (called Asymptote), the Start Time
(starting time of operation) and the Slope at the Start Time for each file in a feed. These pa-
rameters can be used later to classify a file belonging to a certain category (“Old”, “New”,
“Infected”, “Noninfected”, etc.).

For this estimation past Ratio data within a Time Window are used. The Time Window
ends at the moment of investigation (“Today”) and goes back in time. Obviously, the
length of time, how far the Time Window goes back, has influence on the estimation. It is
also investigated.

The reliability of the “Yes” decisions of the antiviruses is crucial. In this study it is
assumed that the antimalware set consists of properly selected members. The process of
selection resulting in a reliable set is discussed elsewhere.

Keywords: vulnerability, probability, relative frequency
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In this paper, the analysis of a genealogical network is presented. The source database
[2] was constructed from the records of birth, marriage and death registers of a middle-
sized Hungarian town covering some centuries. This genealogical network contains ca.
100.000 individuals. The topological features of this graph were analyzed by computer
software in order to draw conclusions about the community. The results illustrate how
networks science can help the social sciences.

Genealogy is an ancillary historical discipline. It means the study of family origins
and history, and the tracing of their lineages. The word "genealogy" comes from two
Greek words ("family" and "science"), thus is derived "to trace ancestry", the science of
studying family history. Genealogists use historical records, genetic analysis, and other
sources to get information about a family and to demonstrate ancestry and pedigrees of
individuals. In the broad sense, genealogy traces the descendants and the ancestors of a
person. Genealogy research is performed for historical, scholarly, or forensic purposes as
well. The results of such research are often presented in pedigree charts.

Family trees or ancestry charts are usually maintained as a binary tree data structure
containing the ancestors of a person. In a simple assumption, everyone has 2 parents,
4 grandparents, 8 great-grandparents, 16 great-great-grandparents, and so on. Thus the
number of ancestors in a given generation can be expressed by the powers of two. For
example in the 30th generation theoretically, there are more the one billion people, which
can be more than the total population of the Earth at that time. This conflict can be re-
solved by the fact that not all ancestors are individual. In genealogy, this phenomenon is
called pedigree collapse. It describes the situation caused by the reproduction between two
individuals who share an ancestor. It is very rare in the short-term oral history of a family,
but it is unavoidable in huge pedigree charts covering centuries. Due to pedigree collapse
genealogists have use graphs instead of tree data structures.

When not just a family, but a community is in the focus of genealogical research be-
sides the size of the data source its structure also changes. Marriages and childbirths con-
nect families. Ancestry charts of a minor community cannot be represented by a forest of
family trees, it is a directed acyclic graph. In a small settlement especially in bygone years,
the society was more closed than nowadays, thus families are densely interconnected.

*The authors would like to express their sincere gratitude to Imre Szepesi for his valuable registry research
and the creation of the genealogical database they used [2].
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Our goal is to build a directed network of people based on only registry records (with-
out genetic test results) and then determine different metrics of the networks [1], such
as in-degree and out-degree distribution, average clustering coefficient, size of the giant
component, average path length etc. In this system, they have social meaning as well. The
characterization of pedigree collapse also requires network analysis. While the data set
is never complete a novel quantity is defined to illustrate the scale of pedigree collapse.
Our ancestor-loss coefficient was calculated for each person and we found that pedigree
collapse is quite frequent within a few generations. Numerical results are interpreted from
the perspective of the networks science and the social science as well.

Keywords: genealogy, networks analysis, pedigree collapse
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In this paper we propose some parametric and non-parametric post-processing meth-
ods for calibrating the wind speed forecasts from nine WRF models around the towns of
Valparaíso and Santiago de Chile (Chile). The WRF outputs were gener- ated with dif-
ferent planetary boundary layers and land-surface model parametriza- tions and they were
calibrated using the observations from 37 monitoring stations. The post-processing statis-
tical calibration have been implemented using EMOS and quantile regression forest (QRF)
methods with a regional and semi-local approach. The best performance has been obtained
by the QRF using a semi-local approach and considering some specific weather variables
from WRF simulations.

Introduction
The Weather Research and Forecasting (WRF) model has been successfully used by the
atmospheric science community over the years for predicting weather conditions. How-
ever, although several improvements have been implemented, the WRF outputs are often
affected by bias errors especially when predicting the wind speed over complex terrain.
Since last decade, some statistical post-processing models have been developed to ob-
tain sharpness and calibration forecasts such as non- homogeneous regression or ensemble
model output statistics (EMOS, [1]) which provide full predictive distribution of the future
weather quantity using single para- metric distribution with parameters connected to the
ensemble members. Recently, some studies have been focused on machine learning tech-
niques for statistical fore- casting. An example is the quantile regression forests (QRF)
proposed by [2].

*This research was supported by the Interdisciplinary Center of Atmospheric and Astro-Statistical Studies,
University of Valparaíso, Chile.
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Methodology
EMOS and QRF models were run with the regional and semi-local approach. Since the
wind data are not normal the Truncated-Normal distribution was used (see [3] for more
details). In the following we will denote by EMOS_C and QRF_C the models with the
semi-local approach to differentiate them from regional models (EMOS and QRF). Re-
gional EMOS for 9 members required the estimation of 12 parameters for each training
period and the same number for each cluster with the semi-local approach. QRF method
was implemented using two different cases. For the first one denoted as QRF we used
the nine wind speed forecasts from the WRF models; and for the second case QRF_M
we used the mean, the standard deviation, the minimum and maximum values of some
variables (U10, V10, T2, PSFC, and RH) in addition to the orographic variance (VAR),
land use (LU), HGT, and the observed altitude (Alt_st), for a total of 24 covariates. Both
cases were tested with different arguments and we decided to compute the model with 300
trees and a minimum size of 5 for terminal leaves, since these arguments provided smaller
scores. Further, the implementations of QRF and QRF_M differ each other in the num-
ber of variables randomly sampled as candidates at each split; one for QRF and three for
QRF_M were the best options. CRPS was used to compare the univariate forecast models
with the basic regional EMOS.

Results
The mean CRPS of the forecast models versus EMOS (see Figure 1) evidenced: the semi-
local EMOS approach improves the calibration at each hour, QRF performances better
with semi-local approach (QRF_C), and the best QRF forecasts are obtained by adding
other features as predictors in the regression model (QRF_M and QRF_C_M). Similar

Figure 1: Mean CRPS vs. EMOS by hours for all stations.

results were obtained with the comparison of the overall scores (see Table 1), where the
lowest values of univariate scores were obtained with QRF_M and QRF_C_M.
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Models CRPS MAE RMSE Cover
Ensemble 1.1715 1.4470 1.9949 43.95
EMOS 0.6078 0.8333 1.2443 82.12
EMOS_C 0.5108 0.7121 1.0361 80.29
QRF 0.5794 0.7968 1.1827 89.15
QRF_C 0.4939 0.6867 0.9817 88.18
QRF_M 0.4441 0.6143 0.9021 90.69
QRF_C_M 0.4318 0.5992 0.8781 89.65

Table 1: Overall scores for the different models computed in the study.

Keywords: WRF, QRF, calibration, wind speed
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This work is a continuation of a previous survey related to a new sensor tree monitor-
ing system TreeTalker© (TT) [6]. This system has been used to create a database, which is
expected to be published shortly and which includes, among other things, a large amount
of information on the sap density flux describing water transport process in different tree
varieties that also differ in age, health status, metric characteristics, etc. Recall that in
the previous paper [2] we presented a method for predicting the density flux during the
day based on data on air temperature during the observed cycle. For this purpose, Fourier
series and a multivariate regression model were used, establishing the functional relation-
ship between the respective Fourier coefficients for temperature data sets and density flux
values. Here we report our first experiments carried out on data sets extracted by the TT
monitoring system as well as on the estimated values of the density flux and dedicated
to trees classification. Classification is a very common use case of a machine learning.
Artificial neural networks [3, 5] is a part of a supervised machine learning which is most
popular in different problems of data classification, pattern recognition, regression, clus-
tering, time series forecasting. We study the possibility to use NN to classify the trees of
the same species but with different age groups and visual-tree-assessment (VTA) scores.
As classification features we use a predicted Fourier coefficients of the sap flow density

*The work was supported by the Russian Science Foundation, project 19-77-30012 (recipients I. Ko-
chetkova, A. Yarovslavtsev, R. Valentini). The publication has been prepared with the support of the “RUDN
University Program 5-100” (recipients D. Efrosinin, K. Samouylov).
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flux approximation function. In the long term, this approach which incorporates data gen-
erated by the TT with the proposed Fourier coefficient estimation method can be used to
determine the anomalous state of a tree or generally monitor forest ecology.

Consider data sets with 𝑛𝑝 observable cycles for two species of trees: Salix albe and
Acer platanoides. The data of the first and second groups of trees we divide respectively
into three and four subgroups according to the Table 1. We prepare a data for classification

(a) (b)

Class 𝑁 Age group VTA score
1 IV 2
2 IV 3
3 III 2

Class 𝑁 Age group VTA score
1 VI 1
2 VI 2
3 VI 3
4 VI 4

Table 1: Classes of Selix albe (a) and Acer platanoides (b)

in form of the set of the following relations,

𝑆 = {(�̂�𝑖,0, �̂�𝑖,1, . . . , �̂�𝑖,𝑚, 𝛽𝑖,1, . . . , 𝛽𝑖,𝑚) → Class 𝑁 : 1 ≤ 𝑖 ≤ 𝑛𝑝}.

70% of sample 𝑆 is referred to as training data and the rest – as validation data. We train
a multilayer (6-layer) NN using an adaptive moment estimation method [4] and the neural
network toolbox in Mathematica© of the Wolfram Research. Then we verify the classi-
fier which should be accurate enough to be used to predict new output from verification
data. The algorithm was ran many times on samples and networks with different sizes.
In all cases the results were quite positive and indicate the potential of machine learning
methodology for trees classification problem based on the estimated Fourier coefficients.
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Figure 1: Confusion matrices for classification of Salix alba (a) and Acer
platanoides (b)

The results of predictions are visualized in form of confusion matrices shown in Figure
1. Each row of these matrices represents the instances in a predicted value while each
column represents the instances in an actual value. Different statistical measures of the
performance of a binary classification, such as the overall accuracy (ACC), sensitivity
(true positive rate – TPR), specificity (true negative rate – TNR) as well as 𝐹1-scores
which is the harmonic mean of precision and sensitivity, are given in Table 2. For more
details about these measures, refer to [1]. We can see that the first data can be classified
with higher accuracy as the second one. It should be noticed that the main goal of the paper
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Table 2: Classification performance

PPPPPPPPData
Metric

ACC TPR TNR 𝐹1-scores

Salix albe 0.9009
1 → 0.8333 1 → 0.9787 1 → 0.9000
2 → 1.000 2 → 0.9382 2 → 0.8889
3 → 0.9629 3 → 0.9459 3 → 0.9123

Acer platanoides 0.7571

1 → 0.7000 1 → 0.9200 1 → 0.7368
2 → 0.7000 2 → 0.8750 2 → 0.7500
3 → 1.000 3 → 0.9649 3 → 0.9286
4 → 0.7143 4 → 0.9048 4 → 0.5556

was not only to make first attempts to classify subgroups of trees with the highest possible
accuracy, but to check the overall expediency of using Fourier coefficients as characteristic
parameters or features of different classes. As we can see, the accuracy of classification is
encouraging.
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Because of their unique challenges, twisty puzzles and similar logical games are pop-
ular with children and adults alike. Therefore, they are one of the key tools of skill devel-
opment in public opinion since their first appearance. The physical environment creates
specific limitations to these games, but new tools from computer graphics and its virtual
environments allow us to reach new possibilities.

We report an application that helps the users to try rotations on 3D models based on
the rules of the well-known puzzle Rubik’s Cube. In our solution, these models could be
different from the usually used symmetric and convex shapes.

Keywords: virtual spatial puzzle, Rubik’s Cube, skill development, WebGL

Motivation
In the early stages of our life, we learn the fundamental skills which help us to interact
efficiently with our environment during our whole lifetime. Playing is an opportunity to
make the necessary exploration and discoveries throughout this learning process, but gain
them in a fun way. By now, research has shown that challenges appear in the form of
3D geometry have a measurable skill development effect on the visual-spatial intelligence
of children [3]. These spatial puzzles affect those areas of our brain system that create
visual representations of objects in space and develop the ability of expressing our thoughts
graphically using spatial concepts [3, 7].

A shared experience is that these spatial puzzle toys are still can be a challenge not
just for people at young ages, but adults. One way is the recognition of many questions
that come from the theoretical background of these puzzles [4]. On the other hand, the
design of a new puzzle still requires expert knowledge because of the need for rotatable
pieces, and with an inaccurate plan, the construction may fall apart. In their work [5], Sun
and Zheng introduce one more problem from the puzzle design domain: the collision of
puzzle pieces. Here, every shape which can not meet one of the properties of symmetry
or convexity can stop the playing process when some pieces of the puzzle block each
other as a consequence of collision. The presented method in their article can handle the
creation of the inner mechanism for putting together the rotatable pieces, but before the
physical printing process, the model needs to go through some deformation steps to avoid
the collision of puzzle pieces [5].
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Results
In our work, we focus on the opportunities to create spatial puzzles in a virtual environ-
ment. For this purpose, we created an application that uses many tools provided by WebGL
technologies. The number of web-based applications with 3D content is increasing since
the beginning of the last decade. Today there is no need for the addition of plugins in web
browsers, and users can reach these graphical contents on more devices with limited stor-
age and computational capabilities like mobile phones. Thereby the most different areas
can provide content to the users, for example, medical imaging, heritage, online games,
and e-learning [2].

Figure 1: In our first prototype of the application, we found that floating
pieces of the puzzle can enrich the possibilities of challenges.

To create a puzzle from its rotatable pieces, we defined two ways. One solution, when
we draw many individual meshes at the beginning of the design process and then put these
pieces together in one whole shape (see Figure 1). We found that this method is widespread
because several examples are already available online, like those where sets of little cubes
result in a whole one in the case of the well-known Rubik’s Cube. These implementations
also provided a case study [6] about display opportunities and rotation mechanics logic to
reach the best possible user experience in our application.

Figure 2: Rotations on a torus mesh.

After that, we examined the way where the design process starts from a mesh that
has not got separable pieces. Then, we had to find a solution to perform cuts during the
preparation process of puzzle pieces. For this purpose, we used the Blender graphical
toolset [1]. Here, tools like the Bisect tool and the Boolean modifier can also provide a
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solution to our problem. The pieces can be saved into several data-formats like OBJ or
COLLADA. In our code, we defined functions that read in the vertices of the mesh from
the file and display the individual puzzle pieces (see Figure 2).
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A continuous-time network evolution model is studied. The basic units of the model
are edges and triangles. The evolution of the units is governed by a continuous-time
branching process. The asymptotic behaviour of the model is studied. It is proved that the
number of edges and triangles have the same magnitude on the event of non-extinction,
and it is 𝑒𝛼𝑡, where 𝛼 is the Malthusian parameter.

Introduction
Network theory is one of the most popular research topics of our age. It studies both real-
life networks and theoretical models. Networks are described by graphs. The nodes of the
network are the vertices of the graph and the connections are the edges. One of the most
famous models is the preferential attachment model introduced by Albert and Barabási.
It is a discrete time model (that is the evolution events occur at time 𝑛 = 1, 2, . . . ) and
it describes connections of two nodes. The meaning of connection can be cooperation or
any interaction. Therefore the connections of more than two nodes are also important. For
example, Backhausz and Móri in [1] describe three-interactions, Fazekas and Porvázsnyik
in [4] 𝑁 -interactions, or Fazekas and Perecsényi in [3] star-like connections. Continuous-
time network evolution models seem to be more difficult but more realistic models than
the discrete time ones. In [7] a continuous-time branching process is applied to govern the
evolution mechanism. In [2] we extended the results of [7] for 3 interaction models. There
we applied the general theory of branching processes [5].

The model
We shall study the following random graph evolution model. At the initial time 𝑡 = 0 we
start with a single object, it can be either an edge or a triangle. We call this object the ances-
tor. This ancestor object produces offspring objects which can be also edges or triangles.
Then these offspring objects also produce their offspring objects, and so on. The reproduc-
tion times of any object, including the ancestor, are given by its own Poisson process with

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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rate 1. We assume that during the evolution, the reproduction processes of different objects
are independent. The reproduction processes of the triangles are independent copies of the
generic triangle’s reproduction mechanism. Similarly, the reproduction processes of the
edges are independent copies of the reproduction mechanism of the generic edge.

Results
We present the general results on our model. These are the survival function and the
mean offspring number. We show asymptotic theorems on the number of triangles and the
number of edges. All of them have magnitude 𝑒𝛼𝑡 on the event of non-extinction, where 𝛼
is the Malthusian parameter. To prove our results we apply general theorems on multitype
branching processes [6], [9], [8]. And last we present some simulation results supporting
our theorems.

Keywords: network theory, braching process, Malthusian parameter
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In recent years, deep neural networks have reached very impressive performance in
the task of image classification. However, these models require very large datasets with
labeled training examples, and such datasets are not always available. The labeling process
is often very expensive, or it is very difficult even for experts in a particular field. That is
what leads to the use of databases with label noise, which contain incorrectly labeled in-
stances. Therefore, it is important to consider training on this type of datasets. According
to a widely accepted assumption, deep networks learn consistent, simple patterns in the
beginning [2], and then it is followed by the learning of incorrect labels. So correcting the
label noise in the train set can make the difference between overfitting to the wrong exam-
ples, and a better generalization ability. A lot of studies address the noisy labels problem,
for example, [1] is an extensive survey about a broad range of the existing methods.

In this presentation we use the MNIST dataset, but we suppose that it contains some
inaccurately labeled instances. MNIST is a database of handwritten digits, it consists of
images with 28 × 28 grayscale pixels. The size of the training set is 60000 examples and
the test set has 10000 samples.

We classify MNIST with an ensemble of convolutional neural networks. Firstly, we
train that on the original training dataset, and then we are going to apply a label noise
correction technique on the training database. Finally, we take a CNN ensemble with the
same structure and train it on the new dataset gained by the label noise cleansing method.

We have used the framework in [5] to correct the inaccurate labels of our dataset.
The authors of this paper suggest a two-stage approach. We outline some details about
it in the following. The noise correction is made in the first phase by jointly optimizing
the weights of a neural network and the labels of the training data. During this joint
optimization process they train a classifier and correct the wrong labels at the same time.
It is made possible by repeating alternating steps of updating the network parameters and
the training labels. In the early stages, the training goes in the usual way, but they use
a combined loss function for this purpose. Two regularization terms are added to the
cross entropy loss function to prevent certain anomalies. When the classifier has achieved
a reasonable accuracy, they start the repetition of the two above mentioned steps. The

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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first is the well known update of the network weights by the stochastic gradient descent
method. In the other step, they update the labels in the following way. In every epoch the
target vectors of the training samples are replaced by the average of the network’s softmax
output in the last 10 epochs. The averaging and a relatively high momentum prevents
sudden changes in the labels at this time. Once this label correction is done, the authors
start the training over in the second step with the recently obtained new labels and without
the two regularization terms of the loss function.

The background network of this noise correcting and training process is the PreAc-
tResNet [4]. It is a modification of the famous ResNet network [3]. Residual Networks
give a simple yet groundbreaking solution to the vanishing gradient problem. They use
identity shortcuts, which let the data skip one or more layers. Obviously, the error back-
propagation is the point where these models can really take advantage of these shortcuts.
The pre-activation residual blocks [4] let the gradients flow throughout the PreActResNet
even more easily. Such networks may have hundreds of layers and researchers consider
them more accurate than ResNets.

Tanaka et al. [5] made experiments on CIFAR-10 with synthetic label noise, and a
real-world dataset, in which almost 40 percent of the labels are wrong [6]. Our work
differs from both of them, because we use a preprocessed dataset without adding synthetic
label noise. However, we do not treat it as a perfectly clean training set. We suppose the
existence of a certain, but not too large amount of label noise in MNIST. As mentioned
before, we train an ensemble of CNN classifiers before and after the label noise cleansing.
We perform this correction with the first phase of the method seen in [5]. To further
enhance this procedure, we have also used an ensemble for this label noise cleansing, too.
Our goal is to examine its effect on the dataset, the learning process, and the accuracy.

We implemented our experiments with Pytorch. Pytorch is a Python-based deep learn-
ing framework, in which only the forward pass of the networks have to be defined. It also
offers a high degree of freedom while creating specific models. This flexibility makes it a
suitable tool for deep learning research.
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In this paper we focus on fast communication issues of the Big Data processing tasks
shared between High Performance Computing systems and on finding optimum bandwidth
solution. Because of limited performance found at the connection oriented data transfer
applications, we implemented a communication tool named Fast File Transfer Manager
(FFTM). In our performance evaluation framework we used tcpdump to measure traffic
sent by the own developed fast file transfer tool based on connectionless transfer protocol
(UDP). Parameters of the captured traffics were: maximum transfer size (MTU), trans-
mission ratio (Bw), and L4 segment size (L). For pattern detection in time series complex
wavelet filtering was applied to identify degradation of the traffic performance. Recurrent
neural network variants were applied to classify communication network traffics of the
FFTM system for full tensor space of orthogonal communication parameters.

Introduction
Finding algorithms with low computation processing level for PDU management is an
open question in the network and transmission logical levels for high speed communication
services [3]. Big Data processing requires high volume of data to be delivered between
client and high performance computation systems [5]. This implies usage of applications
providing fast file transmission compatible with the existing IP based stacks [1].

Related work
Best effort based datagram delivery of the protocol data unit streams provides usable time
critical services just in networks having minimal bandwidth in the scale of 𝑛 · 10 Mb/s.

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund. The paper was supported by the
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Different implementations of the TCP congestion control mechanism with divisive effi-
ciency of the transmission speed were developed by research institutes, standardization
institutes and ICT companies in the last decades [4]. Even so reduced number of traffic
evaluations can be found in the UDP transport based solutions [7], [8]. Comparison and
analysis of the representing high-speed communication mechanisms existing today makes
possible to set configuration for best transmission performance [2], [6].

Fragmentation and encapsulation of segments
IP packets larger than the size of maximum transfer unit parameter of the network inter-
face card should split in smaller fragments with sequential order. The maximum transfer
unit 𝑣𝑀𝑇𝑈 of the of the virtual network interface card (vNIC) is given by 𝑣𝑀𝑇𝑈 =
⌊(𝑀𝑇𝑈 − 20)/8⌋ * 8 + 20 bytes, where ⌊𝑥⌋ is floor value of the argument 𝑥 and MTU is
the value set in the configuration command. Having the total size 𝐿 of the transport layer
segment the number of IP packet fragments 𝑛 for 𝑣𝑀𝑇𝑈 size is 𝑛 = ⌈𝐿/(𝑣𝑀𝑇𝑈 − 20)⌉.

In virtual machine environment packet fragment payloads 𝑃3,1, ..., 𝑃3,𝑁−1 should be
multiple of eight bytes. Depending on the segment size L, we have number of frames
𝐹𝑟𝑎𝑚𝑒# = 𝑛. Decreasing the 𝑣𝑀𝑇𝑈 parameter increases the number of fragment
packets and the overhead, but the dependence is nonlinear. The higher is the number
of fragments, the higher becomes the overhead and the lower is the efficiency of the com-
munication.

Measurements and evaluation
Our FFTM file transfer application based on UDP transport layer mechanism has no flow
management integrated, but includes segment check algorithm to detect errors on the level
of segment delivery. The server module of FFTM was running on a high capacity virtual
machine and the client was Ubuntu physical machine. The NIC card type of the supervisor
machine and of the client was IEEE 802.3z. We downloaded binary file with 𝐹𝑆 =
100 MB size from the server in each of 112 different measurement cases. At each segment
chunk we used sequence number and error detection code. In this right, the real segment
size becomes 𝐿 = 12 + 𝑆.

Values of the three ortogonal parameters were: 𝑣𝑀𝑇𝑈 ∈ {1500, 1244, 996, 748},
𝐵𝑤/𝐺𝑏𝑝𝑠(%) ∈ {50, 80, 90, 95}, 𝑆 ∈ {1𝑘, 2𝑘, 5𝑘, 10𝑘, 20𝑘, 40𝑘, 60𝑘}. In each mea-
surement case we collected with tcpdump application the arrival time stamp 𝑡[𝑖], 𝑖 =
1, . . . , 𝑁 and size 𝐹 [𝑖], 𝑖 = 1, . . . , 𝑁 of every Ethernet frame at the Ubuntu client.

It was found that the transmission ratio of file bytes influences the error rate of the
content delivery. Because of overhead bytes added to the protocol data unit during the
fragmentation and encapsulation, congestion appears in the datalink layer channel. Con-
gestion on the DLL channel makes the total time delivery of the file to become larger
than the expected time. Detection of congestion appearance on the DLL channel we made
by multiresolution analysis. Wavelets were used to detect periodic events in different
time scales and moments. The found traffic patterns in time made possible to group UDP
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streams in binary classes of the datalink layer for selected sampling time intervals. Recur-
rent neural network is created by supervised learning process to classify the DLL channel
traffics.

Keywords: Big Data, fast file transfer, Transmission Control Protocol, User Datagram Pro-
tocol, wavelet, Recurrent Neural Network, Long-Short Term Memory, time series classifi-
cation
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Modern vehicles are full of embedded controllers called ECUs (Electronic Control
Units). They are responsible for different functionalities involving processing information
from sensors and controlling actuators. To perform their functions, ECUs also need to
communicate with each other. Most vehicles use a Controller Area Network (CAN) for
the communication. The CAN bus is a broadcast channel where messages with a simple
format can be transmitted. Due to this architecture, a vehicle can be considered a highly
distributed system where important information is sent through an internal network.

The original design of the CAN bus was focusing on safety and reliability properties.
Security was not an issue because these networks were considered to be isolated systems.
These assumptions were correct for a long time, but not anymore. Modern vehicles have
many interfaces towards the outside world, which renders the internal network accessible
to an attacker[1] [3]. Bluetooth, Wifi, wireless TPMS, or the OBD (on-board diagnostics)
port are all options for attackers to either directly access the CAN network or compromise
a component attached to it [4].

As the CAN bus implements a broadcast channel, any message sent over it is received
by every ECU attached to the CAN. The ECUs then decide based on a CAN ID field in
the message if they need to act upon it or not. However, as messages are not authenticated
in any way, it is possible to inject fake messages, or potentially, to modify messages on
the CAN, and hence, forcing some ECUs to act upon these fake messages, which may
influence the overall behavior of the vehicle.

In an injection attack, extra messages are added to the regular traffic. The original
messages and the injected messages could appear identical and the increased frequency
of messages may influence the behavior of the ECUs that react on these messages. It is
relatively easy both to execute and to detect an injection attack[2].
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Figure 1: Network architecture change due to a Man-in-the-Middle attack.

Figure 2: Proof-of-concept attacker device.

Figure 3: CAN delay measurement.
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Modification attacks are more complex both to carry out and to detect. The main
difficulty of modification attacks is that the sender checks whether the transmitted bits
correctly appear on the bus or not due to safety concerns. The only way to circumvent
this protection is to physically separate the sender and the attacked ECU on the CAN bus.
This can be achieved with a physical layer Man-in-the-Middle attack. In this scenario an
additional hardware component is installed in front of the attacked ECU to separate it from
the original CAN bus (see Figure 1).

We built a proof-of-concept hardware device (see Figure 2) capable of modifying the
CAN traffic in real-time to show that this attack is possible. It has two CAN interfaces and
a microcontroller to read messages from the original CAN bus and either just forward or
modify-and-forward traffic to the attacked CAN bus. We showed with measurements (see
Figure 3) that we can perform a message modification attack while keeping the introduced
delay, within what is allowed by the CAN specification.

Keywords: Vehicle Security CAN Man-in-the-Middle Attack
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An increasing interest in digging out the consumption patterns in power and energy
sector is observed globally. This includes electrical, gas and water supply industries. A
reason behind analyzing the consumption patterns is the detection of fraudulent attempts
which are made for the reduction of bill payments. In case of electricity, these attempts are
made by reversing the meters, by-passing or slowing down the meters or inaccurate read-
ings. The detection of theft attempts in power industry is termed as Non-Technical Loss
(NTL) detection. With the increasing demand of electricity, the occurrences of NTL has
been reported globally including India, Pakistan, Brazil and China etc. In this paper, we
first describe an interesting characteristic of class imbalance that the dataset used in NTL
detection exhibit. Then, we present a thorough review about the recent techniques used in
the detection of NTL including machine learning classifiers, deep learning and hardware
oriented techniques. Moreover, we introduce the synthesized and the real datasets that
have been used in NTL detection. Lastly, we discuss the need for a relative comparison of
classical machine learning and deep learning over a benchmark dataset for NTL detection.
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Introduction
Recently, an increasing interest has been observed in recognizing the consumption patterns
of the consumers of electricity, gas and water supplies [7]. One of the main objectives of
this activity is to identify and forecast the potential theft attempts in order to have reduced
bills. This illegal theft attempt has dented the economies of many countries causing a loss
of billions of dollars. This includes China [5], Pakistan [4], India, Brazil [6], etc.

Non-Technical Loss (NTL) detection in electric power industry is a term used for the
detection of faulty meters or illegal usage of electric units. Losses are bore by the electric
supply companies on the account of faulty meters that record less units as compared to the
consumed electricity. On the other hand, this practice can also be intentional in order to
get the reduced bill. For both cases, the supplier companies look for a solution which can
identify them the faulty meters or potential theft instances.

One of the important characteristics of the relevant datasets is that the dataset belongs
to the class imbalance problem. It is the problem where the dataset is biased towards one
class by its heavy representation while the other class is less representative. Interestingly,
the problem becomes more challenging when the focus is on the true representation of
the less representative class. Naturally, the number of normal electric consumption in a
neighborhood is huge as compared to the number of theft attempts. This gives a clear indi-
cation that the real dataset of the consumption of electricity belongs to the class imbalance
problem where the number of negative class samples is huge as compared to the number
of positive class samples. The techniques used in NTL detection should be able to bal-
ance out the positive and negative class samples before the dataset is used by the machine
learning algorithms [3].

One of the techniques used to identify the NTL is applying classical machine learn-
ing algorithms to the datasets pertaining to the consumption of electricity. This includes
the use of Support Vector Machine (SVM), KNN, decision trees, ensemble methods and
neural networks [2]. Advances in deep learning has attracted some researchers to test
deep learning for NTL detection. For e.g., the authors of [1] have used deep neural net-
works along with long short-term memory network to identify the occurrences of NTL in
a dataset pertaining to the smart meters of a utility company in Spain. However there is
still a need to compare the performances of the classical machine learning algorithms with
the different variants of deep learning architecture. In this paper, we focus on elaborating
the importance of a comparative study of the two paradigms for NTL detection in a real
dataset.

Keywords: Review, Non-Technical Loss Detection, NTL Detection, Data mining, Machine
Learning, Classification Algorithms, Supervised Learning, Boosting
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In this talk, we present some results connected to virtual models of the first National
Theater of Hungary. Our work is strongly connected to a general project at the Virtual
Reality Laboratory of the Faculty of Informatics of the University of Debrecen. The aim
of this project is to prepare virtual models of buildings and monuments, which are not
accessible, or do not exist in their original form. A significant feature of our activity in the
project is authenticity: all the important elements in our spaces are shown in the shape and
form as they are (or as they were) in reality (cf., e.g., [3]).

The original building of the first National Theater of Hungary stood in Kerepesi street
in Pest (now Rákóczy street in Budapest), Hungary. It was constructed in 1837. In the
beginning, it was called Pest Hungarian Theater (in Hungarian, Pesti Magyar Színház),
but, due to a decision of the Hungarian Parliament in 1840, it became the (first) National
Theater of the country and was renamed accordingly. It played a crucial role in the cul-
tural life of Hungary that time. Until 1884 (when the Hungarian Royal Opera House was
opened), it was the venue for ballet and opera performances as well. The building does
not exist today. Unfortunately, there are no detailed architectural plans for the building,
therefore, the construction of its three-dimensional model is based on contemporary in-
formation (descriptions, pictures) and, in some cases, also on analogies to other similar
theater buildings.

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was co-
financed by the Hungarian Government and the European Social Fund.
This research is connected to the research projects Aurora 1 and Aurora 2,‘The Birth of Hungarian Ballet’,
supported by the Hungarian Academy of Arts, Research Institute of Art Theory and Methodology.
The research described in this paper has partially been performed in the Virtual Reality Laboratory of the Faculty
of Informatics of the University of Debrecen, Hungary.
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We developed two different models of the theater building. One of them was imple-
mented in the platform MaxWhere (cf. https://store.maxwhere.com), while the
other one can be used in the engine Unity (https://unity.com/). In our talk we
point out the advantages of the applications of these models and we describe some essen-
tial differences between them (cf., also, [4], [5], [8], and [9]).

Recent investigations (cf., e.g., the papers [1], [2], [6], [7] and the references therein)
show that MaxWhere can be very effectively used as an educational and presentation inter-
face. Our virtual space developed in this system strongly uses these advantages. The space
can be used as an educational, a general presentation, as well as, a collaboration room. It
contains so called webtables (with other names web boards, or smart boards), which are
typical components of MaxWhere spaces. They can be used to present two-dimensional
information (text, pictures, videos, etc.) available on the users computer or on the internet.
The most important advantage of this space is, that users can very easily (and without any
special computer skills) upload the contents of these boards. Additionally, the spaces con-
structed in such a manner can be used on computers with weaker hardware as well. (We
will present further details about this construction in our talk.)

Our model in Unity can be used with virtual reality headsets and also on a screen of
a computer. Obviously, it has stronger hardware requirements, than the other version. In
this space, we also created a virtual exhibition based on very recent research results on
the beginning of Hungarian ballet. It mainly presents objects and documents related to the
first Hungarian prime ballerina and choreographer, Emília Aranyváry.

In our talk, we will present some details about our very positive experiences in con-
nection with the application of our spaces as presentation rooms and as educational tools
connected to research of dance history and dance education in Hungary. In the future,
we plan to test their possible applications in international cooperation with Macedonian,
Polish and Slovakian dance higher educational institutions, as well.

Keywords: Virtual Reality; 3D Visualization; Virtual Reconstruction; Presentation of Data
and Information in Virtual Spaces; MaxWhere; National Theater of Hungary.
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In European power systems IEC 60870-5-104 protocol is widely used for telecontrol.
This protocol is known to be insecure. In this paper we show how vulnerable this protocol
is.

Introduction
In European power systems IEC 60870-5-104 (IEC-104 for short) is widely used for tele-
control. The protocol doesn’t specify security requirements, and is not using any technique
to protect the transmitted packets.

In this paper our goal was to identify the possible pitfalls of the protocol and show the
consequences of using an insecure protocol in critical infrastructure.

The remainder of this paper is organized as follows. Section is a short introduction to
the packet structure of IEC-104. In Section we describes our environment used for testing
and our attack scenarios. Section evaluates the attack scenarios. Finally Section summa-
rizes our work.

IEC-104
The IEC-104 protocol is following the client/server model. It comes with predefined com-
mands, that can be used for monitoring and controlling. In most cases the server is gath-
ering information about its environment using sensors (for example voltage and current
values at a substation). Each information has it’s own unique identifier called Information
Object Address (IOA). The client can send read, write or other requests to the server.

The structure of most of the packets is as follows. First there is the Application Proto-
col Control Information (APCI), then comes the Application Service Data Unit (ASDU).
The APCI has information about the message length, and it also tracks the sequence num-
bers. The ASDU contains the ID of the command, the necessary identifiers and also con-
tains command specific information.

A more detailed description and analysis of the protocol can be found in [1].

*This work was partially performed in the frame of the FIEK_16-1-2016-0007 project, implemented with
the support provided from the National Research, Development and Innovation Fund of Hungary, financed under
the FIEK_16 funding scheme
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Attacking the protocol
To test the security of the protocol and carry out attacks against it, we needed a test en-
vironment with a client and a server communicating using IEC-104. The client and the
server was virtualized in vCenter. We choose to use the OpenMUC1 implementation of
the protocol on virtual machines. We also built a lightweight website to visualize the val-
ues of each IOA. In our test environment the client controls and monitors a small power
grid and monitors the values of the IOAs. After setting up a simulated environment we
can proceed to the attacks.

We designed multiple attack scenarios starting from simple Denial of Service (DoS)
attacks to more complex Man in the Middle (MitM) attacks.

Unauthorized access
The protocol lacks authentication therefore an attacker can connect to a server and send
commands. For example an attacker could send an interrogation command to learn the
IOAs used by the server.

Tampering with IEC APCI sequence numbers
An unexpected sequence number in the APCI field of the packet results in the termination
of the connection. This behaviour can be used to cause DoS. An attacker can exploit this
behaviour in two ways:

• If the attacker is in MitM position, then they can change the packets that pass
through.

• The attack can craft a malicious IEC packet with an unexpected sequence number
and send it to one of the communicating parties.

Poison TCP stream
The communication is carried out in a single TCP stream which is constantly kept alive. If
the attacker can modify or insert a packet with an incorrect TCP sequence number, or send
a FIN in the name of a valid party then the communication is terminated. This behaviour
can be used to cause DoS.

Packet injection
An attacker can inject packets to the communication, however simply injecting a packet
will result in the termination of the connection, because it will cause a sequence number
(both APCI and TCP) miss-match between the server and the client. Therefore after inject-
ing a packet the attacker needs to patch the sequence number of every other packets. Not
just the sequence number can be modified but also the values of the ASDU field. Therefore

1https://www.openmuc.org/iec-60870-5-104/
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this can lead to take over the control of the power grid. An attacker needs to be in MitM
position to carry out this attack.

Evaluation
The difficulty of detection and the severity of the attacks described in Section is different.

The attack described in section has a very high severity because the attacker can send
arbitrary command to the server. New connections are logged by the server therefore it is
easy to detect this attack.

The attacks described in section and are similar. The severity of these attack is
medium because they can prevent the client from controlling the server.

The attack described in section has a critical severity because the attacker can send
arbitrary command and can also stop the client from communicating with the server. No
log message is generated during the course of this attack, therefore the detection is also
hard.

Summary and future work
We created and carried out multiple attacks against the IEC-104 protocol and showed the
possible consequences of using an insecure protocol.

There is still a lot to do, because to achieve full control the attacker also needs to know
the IOA of each station in the grid. Therefore we will work on an algorithm that can make
these pairings in the future.

Keywords: IEC 6087-5-104, Offensive security, Man-in-the-Middle, Power Systems
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In 1996, Hoffstein, Pipher and Silverman [4] proposed a class of fast public key cryp-
tosystems called NTRU (𝑁 th degree Truncated Polynomial Ring) cryptosystem, which
was published in 1998. This cryptosystem is considered as a lattice-based public key
cryptosystem, and it is the first asymmetric cryptosystem based on the polynomial ring

Z[𝑋]
(𝑋𝑁−1)

. Indeed, it has very good features comparing to other public key cryptosystems
such as reasonably short, easily created keys, high speed, and low memory requirements.
Its encryption and decryption procedures rely on a mixing system presented by polyno-
mial algebra combined with a clustering principle based on elementary probability theory.
From its lattice-based structure, the security of the NTRU cryptosystem is based on the
hardness of solving the Closest Vector Problem (CVP), which is a computational problem
on lattices closely related to Shortest Vector Problem (SVP) and considered to be NP hard
(non-deterministic polynomial-time hardness) (for more details, see [5] and the references
given there).

One of the known variants of NTRU cryptosystem called ITRU cryptosystem, which
was presented in 2017 by Gaithuru, Salleh, and Mohamad [3]. Instead of working in
a truncated polynomial ring, ITRU cryptosystem is based on the ring of integers. The
parameters and the main steps of ITRU cryptosystem are as follows.

• The value of 𝑝 is the small modulus (an integer).

• Random integers 𝑓, 𝑔 and 𝑟 are chosen such that 𝑓 is invertible modulo 𝑝.

• A prime 𝑞 is fixed satisfying 𝑞 > 𝑝 ·𝑟 ·𝑔+𝑓 ·𝑚, where𝑚 is the representation of the
message in decimal form. The suggested conversion is based on𝐴𝑆𝐶𝐼𝐼 conversion
tables, that is the one with 𝑎→ 97.

• One computes 𝐹𝑝 ≡ 𝑓−1 (mod 𝑝) and 𝐹𝑞 ≡ 𝑓−1 (mod 𝑞). These computations
can be done by using the extended Euclidean algorithm.

• The public key is consisted of ℎ and 𝑞 such that ℎ ≡ 𝑝 · 𝐹𝑞 · 𝑔 (mod 𝑞).

• The encryption procedure is similar to the one applied in NTRU cryptosystem [4],
one generates a random integer 𝑟 and computes 𝑒 ≡ 𝑟 · ℎ+𝑚 (mod 𝑞).

• To get the plaintext from the ciphertext one determines 𝑎 ≡ 𝑓 · 𝑒 (mod 𝑞).

• Recovering the message is done by computing 𝐹𝑝 · 𝑎 (mod 𝑝).
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The authors claimed that ITRU has better features comparing to the classical NTRU, such
as having a simple parameter selection algorithm, invertibility, and successful message
decryption, and better security.

In this paper, we present an attack technique against the ITRU cryptosystem, it is
mainly based on a simple frequency analysis. As a result, this techniques will recover the
corresponding plaintexts immediately with no need of having the private keys. The attack
is via eavesdropping on some encrypted messages. If the message is too short, then the
attack may fail. Moreover, according to the index of coincidence introduced by Friedman
[2] the language of the plaintext may be identified (e.g., in case of English it is about
0.0686). Therefore, once we identify the language correctly, then the frequency analysis
works very well in practice. Friedman [1] claimed that ’practically every example of 25
or more characters representing monoalphabetic encipherment of a "sensible" message in
English can be readily solved. In case of ITRU careful parameter selection may yield a
few groups (that can be identified) for which frequency analysis can be applied.

Keywords: NTRU, ITRU
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Elliptic curve cryptography, among others, relies on the efficient computation of scalar
multiples 𝑛𝑃 of a given point 𝑃 on the curve; sometimes, also linear combinations 𝑛1𝑃1+
· · · + 𝑛𝑘𝑃𝑘 are of interest.

The standard approach is to compute 𝑛𝑃 by the double-and-add method: the binary
expansion 𝑛 =

∑︀ℓ−1
𝑗=0 𝜀𝑗2

𝑗 is used to compute 𝑛𝑃 by Horner’s scheme:

𝑛𝑃 = 2(2 . . . (2(2𝜀ℓ−1𝑃 + 𝜀ℓ−2𝑃 ) + 𝜀ℓ−3𝑃 ) + · · · + 𝜀1𝑃 ) + 𝜀0𝑃.

This requires ℓ− 1 doublings on the curve plus one addition of 𝑃 for every non-zero digit
𝜀𝑗 for 0 ≤ 𝑗 < ℓ− 1 as the addition of 𝜀𝑗𝑃 can be skipped whenever 𝜀𝑗 = 0. The number
of non-zero digits is called the Hamming weight of the expansion.

Morain and Olivos [2] proposed to use signed digit expansions, i.e. binary expansions
with digits 0 and ±1. In general, an integer has several signed binary expansions, so the
redundancy can be used to decrease the Hamming weight but keeping the length mostly
fixed. This entails also adding −𝑃 on the curve, which is as expensive as adding 𝑃 on the
curve and thus does not cause any problems.

Reitwiesner [4] showed that every integer has exactly one non-adjacent form (NAF),
i.e. a signed binary expansion where out of two consecutive digits, at least one is zero. He
also showed that the NAF minimises the Hamming weight over all signed binary expan-
sions of the same integer.

Several generalisations with larger digit sets have been analysed which mostly fall
into the class of sliding window methods where at most one non-zero digit is admitted in
every block of 𝑤 consecutive digits (where larger 𝑤 require larger digit sets); see Phillips
and Burgess [3] for a rather general system. The larger digit sets come at the cost of
precomputing 𝜀𝑃 for all non-zero digits 𝜀 (but out of a pair 𝜀𝑃 , −𝜀𝑃 only one needs to be
precomputed).

For linear combinations, it is advantageous to consider joint expansions and add pre-
computed linear combinations in every step, see Straus [5].

Another alternative to speed up the computations is the use of other curve endomor-
phisms instead of doubling. For instance, using the Frobenius endomorphism of an elliptic
curve over a finite field of characteristic 𝑝 (sending pairs (𝑥, 𝑦) to (𝑥𝑝, 𝑦𝑝)) is very efficient;
this corresponds to digit expansions with complex roots. This has first been proposed by
Koblitz [1].

*This research was supported by the Austrian Science Fund (FWF): P 28466-N35.
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This talk will give an overview of results in the areas outlined above. We will consider
questions of optimality for syntactically defined digit sets (such as the NAF) and their
asymptotic analysis.

Keywords: elliptic curve cryptography, digit expansion, addition chains
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In this paper, our goal is to show from various perspectives that virtual reality holds
a unique potential in enhancing the ways in which humans communicate through com-
munications technologies. Based on a theoretical perspective from the field of cognitive
infocommunications and through specific analyses of user performance on the MaxWhere
3D VR platform, it is argued that the widespread view of VR as a technology primarily for
realism and immersion is based on a misunderstanding. Rather, VR represents a break-
through approach in using 3D spatial metaphors for communication – a language which
human brains have evolved to understand at a fundamental level.

In this paper, we explore what may be missing from the common view of VR today and
how we believe it may still become a breakthrough technology. Our analysis is provided
based on current trends in VR-based education, and through the lens of the relatively young
scientific field of cognitive infocommunications (CogInfoCom) [1, 3, 7].

Cognitive infocommunications [1, 3, 7] is a relatively young field of science estab-
lished in 2010. On the one hand, the key motivation behind the field is to analyze how
humans are co-evolving – and even merging together with communication technologies
both at a physiological and cognitive level. At the same time, the field also aims to create
(synthesize) new technologies that facilitate this co- evolution so that communication can
be more effective [3].

As detailed in [1], virtual reality is a key platform for CogInfoCom by virtue of its
being a 3D spatial technology. Humans are naturally accustomed to seeing the world
and dealing with concepts in 3 dimensions, as a result of which VR can be not only a
natural extension, but also a completely viable augmentation of current communication
technologies.

Our analysis suggests that while VR has often been conceived of as primarily a plat-
form for entertainment, the technology itself is increasingly making its way into work and
education-related environments. What we are seeing is that VR is increasingly allowing
users to better connect to events happening remotely, and to access more information in a
shorter amount of time [2, 6]. As the practical side of VR is being discovered, the gaming
technologies of the past are becoming the teaching, learning and collaborative tools of the
future. In fact, a growing number of educational institutions worldwide are looking to
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enhance their e-learning content through VR [4, 5, 8].
MaxWhere (http://maxwhere.com) is a 3D VR platform that runs on Windows and

Mac OS. MaxWhere allows users to download 3D spaces – much like 3D apps from an
application store – and to enter those spaces and manipulate and share both 2D and 3D
content inside them. Although the MaxWhere store provides a wide variety of 3D spaces,
they are mostly organized into the categories of “Office” spaces, “Presentation” spaces and
“Education” spaces.

MaxWhere’s spaces are structured like 2D web pages, only in 3D. Each space consists
of a hierarchy of nodes, all of which can have a position, orientation and appearance.
Further, events can be defined and handled in customizable ways for each node, so that
a click of the mouse on an object, or the mouse being hovered over an object can trigger
changes in the space – whether it be changes in its configuration or in its appearance.

One unique type of object in MaxWhere spaces is referred to as the smartboard. Smart-
boards are 2D browsers which are located in a 3D space and which are implemented
through MaxWhere’s Browser23 (B23) technology. B23 represents a new philosophy to-
wards web surfing: instead of forcing users to place a limited number of tabs side by side,
limiting their options in switching between them and finding the right ones at the right
time, it allows browser windows to be laid out in 3D space, grouped by topic and scaled
in size by importance.

More recently, the team behind MaxWhere developed the Ultra Sharing (USharing)
technology, which enables users to create VR offices containing a large number of docu-
ments and even complete project workflows, and to then share those offices with a single
click.

Last but not least, it is important to mention MaxWhere’s unique 3D navigation tech-
nology called the Cognitive Navigation (CogiNav) technology. CogiNav introduces a
context-dependent solution for navigation, allowing users to update their location and
orientation in an intuitive way, even with only a very simple input device – such as an
everyday 2D mouse – at their disposal.

Research shows that the combination of the B23, USharing and CogiNav technolo-
gies allow for a highly effective way to visualize, share and work on large amounts of
information while maintaining a low cognitive workload – a huge asset for understanding,
configuring and managing large-scale networked digital ecosystems.

In this paper, we explored what may be missing from the common view of VR today
and how we believe it may still become a breakthrough technology. Our analysis is pro-
vided based on current trends in VR-based education, and through the lens of the relatively
young scientific field of cognitive infocommunications. The key message of the paper is
that there is much to analyze about VR when it is used in practical tasks, and findings
in these analyses can in turn inspire immensely powerful new applications that would be
impossible to imagine without VR.

Keywords: CogInfoCom, VR technology, human-ICT co-evolution
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Introduction
The number of IoT devices is constantly increasing, generating huge amount of infor-
mation at the edge of the network. These sensors, devices and applications often collect
our sensitive data. However, there are security problems (e.g. hacked devices, botnets,
etc.). In several cases the appropriate security mechanisms are missing within the devices.
Therefore, security measures have become a hot topic in the field of IoT. The most es-
sential requirements are secure user-device authentication and confidentiality of sensitive
data transferred. Only those with the appropriate access control should be able to retrieve
confidential data, which increases the role of authentication. Although there are several
types of authentication methods, one of the most widely used practice is still based on
short secrets (like password), where the hash of the secrets are usually stored in a central
database. In case of server compromise or database leakage, the secrets are vulnerable to
theft.

IoT devices are often very vulnerable due to weak protection (weak or default pass-
words) and poor maintenance. Numerous studies have addressed the security vulnerabili-
ties of IoT devices [5, 8]. Our goal is to reduce these security vulnerabilities. We propose
a password-based multiparticipant authentication for smart homes.

By taking advantage of the distributed nature of the IoT system, in our scheme the
client’s secret key is shared among the smart home devices. Thus, several sensors and
devices together verify the correctness of the client password. If one or more devices be-
come compromised or broken, the protocol still provides adequate security. The password
is shared among the devices, so attackers need to attack multiple devices in parallel in or-
der to successfully impersonate the client. A smart home generates a lot of sensitive data
(security cameras and sensors, smart devices such as refrigerator, washing machine, etc.),
thus the confidentiality of data is ensured during the communication between the parties
by generating a session key.

In the case of key agreement, both entities contribute to the joint secret key by provid-
ing information from which the key is derived. A key agreement protocol that provides
mutual implicit key authentication is called an authenticated key agreement protocol (or

*This research was partially supported by the SETIT Project (no. 2018-1.2.1-NKP-2018-00004), which has
been implemented with the support provided from the National Research, Development and Innovation Fund of
Hungary, financed under the 2018-1.2.1-NKP funding scheme and supported by the European Union.
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AK protocol). A key agreement protocol provides key confirmation between two partici-
pants where the participants make sure that the other participant possesses the secret key.
A protocol that provides mutual key authentication as well as mutual key confirmation is
called an authenticated key agreement with key confirmation protocol (or an AKC proto-
col).

In scientific literatures, usually centralized, one-factor [4] or two-factor identity ver-
ification protocols [2] are proposed. However, the concept of distributing authentication
to multiple devices (sensors, servers, etc.) enhances the security level [7]. The advantage
of distributed systems is that external attackers have to attack multiple devices simultane-
ously to brake the system, which increases the attack cost. Multi-factor authentication can
also provide an enhanced level of assurance in higher-security scenarios so if all but one of
the factors are revealed, an attacker will not be able to execute a successful attack against
the system.

In this proposition [3], a multi-server authentication protocol is designed, where one-
time passwords are shared among the cloud servers. A Merkle tree or a hash tree is ap-
plied for verifying the correctness of the one-time password. Mazhar Rathore et.al. [6]
introduced a novel security protocol that simplifies the pairwise authentication and key
exchange among smart home devices. The protocol leverages identity-based cryptography
(IBC), thus alleviating the requirement for storing and managing public key certificates.
It is crucial that their solution has the scalability attribute. Besides these properties, our
proposition also provides a detailed security analysis. Our protocol is also provably secure.

Our protocol is designed typically for smart home environments and considers the
properties of these systems like scalability, efficiency, resource constrained environment,
moreover there is a central device controlling the other IoT devices. During the design,
we put a great emphasis on efficiency, the session key is generated by ECDH key ex-
change, moreover MAC, xor operations and symmetric encryption are applied. We give
necessary description of cryptographic primitives and define the secure authenticated key
exchange. For our protocol, we extend the Bellare and Rogaway security model in [1] to
prove that our multi-device scheme is secure according to our definition in the threshold
hybrid corruption and the random oracle model.

Proof. The proposed protocol is a secure AKC protocol in the random oracle model, as-
suming MAC is existentially unforgeable under an adaptive chosen-message attack and
symmetric encryption scheme is indistinguishable under chosen plaintext attack, more-
over ECCDH assumption holds in the elliptic curve group.
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A mathematically rigorous model is studied for modeling and simulating traffic flow
in Smart Cities. The proposed methods and results are corroborated by a case study which
is based on a real dataset.

Traffic flow modeling
Important tasks in the theory of intelligent transporting systems (ITS) are the modeling
and simulating the movement of vehicles on the road network. By an appropriate model
we can understand and handle various traffic problems, e.g., unexpected disaster events. A
mathematically rigorous stochastic model that can be used for traffic analysis is proposed
in [2] which is based on an interplay between graph and Markov chain theories. In this
model, the road network is modeled by a directed graph, the transition probability matrix
describes the traffic’s dynamic while the unique stationary distribution corresponds to the
distribution of the vehicles on the road network. In [1], we propose a new parametrization
to this model by introducing the concept of two-dimensional stationary distribution which
can handle the traffic’s dynamic and the vehicles’ distribution at the same time. Using
the Markov model, the notion of Markov traffic is introduced on a road graph and its
stationary distribution is derived explicitly. Based on trajectories data, the parameters
of two-dimensional stationary distribution are estimated by the composite least squares
method. An explicit formula is derived for the estimator and a few algorithms are proposed
for large-scale problems.

Results
In the talk, the results of some Monte Carlo experiments and a case study are discussed in
detail for simulating traffic flow on a given road network. The case study is based on the
Taxi Trajectory Prediction (TTP) dataset and the road network data downloaded from the
OpenStreetMap (OSM) project, both available publicly. In this real application, we have
unfolded and visualized a stationary distribution on the map graph of Porto, Portugal,
based on the TTP dataset.

Keywords: Road network, Traffic simulation, Discrete time Markov chain, Stationary dis-

*The publication is supported by the EFOP-3.6.1-16-2016-00022 project. The project is co-financed by the
European Union and the European Social Fund.
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Representative-based approximation space

The triple ⟨𝑈,𝑅,R ⟩ is a representative-based approximation space if 𝑈 is a nonempty set
of objects, 𝑅 = {𝑟1, 𝑟2, . . . , 𝑟𝑘} where 𝑘 ≥ 1 is a set of representatives, and R ⊆ 𝑅 × 𝑈
is a relation.

Using the extensions of the representatives ⟨⟨ 𝑟𝑖 ⟩⟩ = {𝑢 : 𝑟𝑖R𝑢} as base sets, an
approximation pair ⟨ l, u ⟩ can be defined in the usual way [2]. Based on the extensions,
the representative vector of each 𝑢 ∈ 𝑈 is defined, so that [𝑢 ] 𝑖 is 1 if 𝑢 belongs to the
extension of 𝑟𝑖 and 0 otherwise.

First-order language
The conventional Aristotelian semantics of a one-argument first-order language and its
interpretation ⟨𝑈,𝜓⟩ is very widely known, hence it is not introduced here.

Definition 0.3. The ordered 4-tuple ⟨𝑈,𝑅,R, 𝜚 ⟩ is an approximative interpretation of the
one-argument first-order language ⟨𝐿𝐶, 𝑉 𝑎𝑟, 𝑃𝑟𝑒𝑑, 𝐹𝑜𝑟𝑚 ⟩ if

1. ⟨𝑈,𝑅,R ⟩ is a representative-based approximation space,

2. 𝜚 is a mapping such that 𝜚(𝑃 ) = ⟨ 𝜚(𝑃 )1, . . . , 𝜚(𝑃 )𝑘 ⟩ for all 𝑃 ∈ 𝑃𝑟𝑒𝑑, where

(a) 𝜚(𝑃 )𝑖 ∈ {−1, 0, 1};

(b) | ( [𝑢 ] 𝑖 ·𝜚(𝑃 )𝑖) − ( [𝑢 ] ℓ ·𝜚(𝑃 )ℓ) | ≤ 1 for all 𝑢 ∈ 𝑈 and 𝑖, ℓ ∈ {1, . . . , 𝑘};

where 𝑘 is the number of representatives, hence 𝑅 = {𝑟1, . . . , 𝑟𝑘}.

The arithmetic product [𝑢 ] 𝑖 ·𝜚(𝑃 )𝑖 is used to express the connection between objects
and the semantic value of 𝑃 .

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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Definition 0.4. Let ⟨𝑈,𝑅,R ⟩ be a representative-based approximation space, ℒ be a one-
argument first-order language, and ⟨𝑈,𝜓 ⟩ be its interpretation. The

𝜚(𝑃 )𝑖 =

⎧⎪⎨⎪⎩
1 if ⟨⟨ 𝑟𝑖 ⟩⟩ ⊆ 𝜓(𝑃 ),

−1 if ⟨⟨ 𝑟𝑖 ⟩⟩ ∩ 𝜓(𝑃 ) = ∅,
0 otherwise;

function is the derived mapping from 𝜓 with respect to a given ⟨𝑈,𝑅,R ⟩.

Corollary 0.5. Let ⟨𝑈,𝑅,R ⟩ be a representative-based approximation space, ℒ be a one-
argument first-order language, ⟨𝑈,𝜓 ⟩ be its interpretation, and 𝜚 be the derived mapping
from 𝜓. Then ⟨𝑈,𝑅,R, 𝜚 ⟩ is an approximative interpretation.

The idea to use a partial three-valued system appeared in [1]. The semantic values of
the zero-order connectives are defined so that they keep the truth value gap. The semantic
value of a 𝑃 ∈ 𝑃𝑟𝑒𝑑 is a 𝑈 → {0, 1, 2, 1/2} function, dividing 𝑈 into four parts: objects
related to the negativity domain of 𝑃 (𝑓𝑜𝑟𝑚𝑎𝑙𝑙𝑦 [𝑢 ] 𝑖 ·𝜚(𝑃 )𝑖 = −1 for some 𝑖), objects
related to the positivity domain of 𝑃 , objects not related to any extensions, and others.

Definition 0.6. The semantic value of a quantified formula is the following value from the
set {0, 1/2, 1, 2}:

[[𝑄𝑥𝐴 ]] 𝑣 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
max
𝑢∈𝒱

{︁
[[𝐴 ]] 𝑣 [𝑥 :𝑢]

}︁
if 𝑄 = ∃ and 𝒱 ̸= ∅

min
𝑢∈𝒱

{︁
[[𝐴 ]] 𝑣 [𝑥 :𝑢]

}︁
if 𝑄 = ∀ and 𝒱 ̸= ∅

2 otherwise;

where 𝒱 = {𝑢 : 𝑢 ∈ 𝑈 and [[𝐴 ]] 𝑣 [𝑥 :𝑢] ̸= 2} and the assignment 𝑣 and the modified
assignment 𝑣 [𝑥 :𝑢] are defined exactly in the same way as it was introduced in the clas-
sical first-order logic. Like in the classical case, ∃ and ∀ quantifiers are defined as the
generalizations of ∨ and ∧, respectively.

Key properties based on representatives
Theorem 0.7. Let 𝐼 = ⟨𝑈,𝑅,R, 𝜚 ⟩ be an approximative interpretation of ℒ. There exists
an approximative interpretation 𝐽 = ⟨𝑈 ′, 𝑅,R′, 𝜚 ⟩ such that |𝑈 ′| ≤ 2𝑘 ≪ |𝑈 | and [[𝐴 ]]

𝐼
𝑣 =

[[𝐴 ]]
𝐽
𝑤 for all 𝐴 ∈ 𝐹𝑜𝑟𝑚 where 𝑤(𝑥) = 𝜏(𝑣(𝑥)) for some mapping 𝜏 : 𝑈 → 𝑈 ′.

Corollary 0.8. During the evaluation process of a quantified formula it is enough to con-
sider 2𝑘 objects only. It can dramatically increase the speed of evaluation.

Theorem 0.9. The approximative interpretation generates a three-valued logic system
without truth value gap if ⟨𝑈,𝑅,R ⟩ is an approximation space, where the union of the
extensions covers (equals to) 𝑈 .
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Theorem 0.10. Let ⟨𝐿𝐶, 𝑉 𝑎𝑟, 𝑃𝑟𝑒𝑑, 𝐹𝑜𝑟𝑚 ⟩ be a one-argument first-order language and
⟨𝑈,𝑅,R, 𝜚 ⟩ be its approximative interpretation relying on the representative-based cov-
ering approximation space ⟨𝑈,𝑅,R ⟩ where 𝜚 is the derived mapping from 𝜓, and let 𝑣
be an arbitrary assignment.

If [[𝐴 ]]
⟨𝑈,𝑅,R,𝜚 ⟩
𝑣 ∈ {0, 1} then [[𝐴 ]]

⟨𝑈,𝑅,R,𝜚 ⟩
𝑣 = |𝐴|⟨𝑈,𝜓⟩𝑣 .

As a consequence, when the approximative interpretation provides a crisp truth value
0 or 1, then it is equal to the one provided by a much longer calculation with the help of
the classical method.

Keywords: Rough set theory, approximation-based logic system
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The rapid evolution of semiconductor technology allowed the miniaturization of ICs
(Integrated Circuits) which made FPGAs (Field Programmable Gate Arrays) more and
more powerful allowing their use in various fields and in this case autonomous vehicles.
This paper reviews the common solutions involving artificial intelligence implemented on
FPGA for autonomous vehicles applications. Research, development, and current trends
related to the topic are emphasized.

Introduction
Autonomous vehicles that drive us instead of us driving them will be a reality soon. Au-
tonomous driving may increase road safety since accidents related to impaired driving
could be reduced as cars cannot get drunk or be distracted by a text message. Autonomous
vehicles are equipped with multiple sensors to perceive the surrounding environment.
These sensors generate huge data, hence real-time processing this data requires high per-
formance computing systems. Instead of using CPUs and GPUs for implementing AI (Ar-
tificial Intelligence), FPGAs (Field-Programmable Gate Arrays) are adopted since they
feature high performance with low power consumption. This article presents the latest
solutions for autonomous vehicles involving AI implemented on FPGAs.

Background
An autonomous driving system is implemented on hybrid computational technologies
GPU-FPGA, where the GPU’s primary job is self-driving and the FPGA’s job is to perform
some subtasks such as pedestrian and traffic lights detection [5].
An end-to-end solution for the design of self-driving cars based on Xilinx PYNQ-Z2 board
[9]. The most important characteristic of this design is the presence of the DPU (Data Pro-
cess unit) that accelerates the deep learning process. FPGA is faster than a CPU and
consumes less power than the GPU when it comes to accelerate the CNN (Convolutional

*This research was supported by the European Union and the Hungarian State, co-financed by the European
Regional Development Fund in the framework of the GINOP-2.3.4-15-2016-00004 project, aimed to promote
the cooperation between the higher education and the industry.
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Neural Networks) process [1]. The proposed architecture permits to reduce the execu-
tion time and energy consumption comparing to the CPU. The accuracy and delay of au-
tonomous driving systems have a major impact on how the vehicle handles the surrounding
environment. To make the delay that resulting from data inputs deterministic a solution
is proposed in [2] considering bypassing the CPU from the input data path. The biggest
challenge when implementing AI algorithms in FPGAs is the difficulty of the hardware de-
sign. H. Bingo [3] proposes a solution to this problem applying PYNQ board which allows
the use of Python for its wide range libraries, especially in AI and Image processing. O.
Chang-song and Y. Jong-min [8] discuss the most popular technologies to accelerate deep
learning processes for autonomous cars industry. Some steps are introduced to avoid col-
lisions in the air for UAV (Unmanned aerial vehicle) using four cameras based on FPGA
SoC (System on Chip) [6]. The collision avoidance algorithm has already been imple-
mented in GPU-based system, but the solution is not practical as it requires high energy.
Road segmentation is a very important process in self-driving cars which identifies and
describes the drivable parts of the roads. The problem with this process is the need of
high computational resources. A model based on FPGA is suggested in [7] to perform a
real-time and low power road segmentation. The authors suggest the use of LiDAR (Light
Detection and Ranging) than the use of traditional cameras since they suffer from image
clarity in poor lighting conditions. FPGA is used for scene perception based on CNN. It
took about 16.9 ms to accomplish a CNN operation using Xilinx UltraScale XCKU115
FPGA. In self-driving cars environment, if there is more than one car starting from the
same place and going to the same destination, the decision-making system will choose the
same optimal path for all cars. There will be one busy road/track and other uncrowded. To
solve this issue, paper [4] proposes a solution implemented on FPGA applying game the-
ory. This solution relies on direct communication between vehicles to apply game theory
instead of using the cloud.

Conclusion. In the present paper, we introduced he latest proposed hardware solutions
to accelerate AI processes dedicated to autonomous vehicles. It is doubtless that reaching
fully autonomous and safe cars requires overcoming many challenges, for instance real-
time processing of the huge data coming from multiple sensors, taking into account the
energy consumption in addition to the safety issues. Exploiting reconfigurable computa-
tional technologies significantly enhance the performance of the solutions that especially
involves artificial intelligence and autonomous vehicles since they require parallel com-
puting. Depending on the solutions discussed in the paper, we are about to witness fully
autonomous and safe vehicles in the next few years.

Keywords: FPGA, AI, Autonomous Vehicles, HW Acceleration, Coprocessing
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Introduction
Optimization of large reaction mechanisms means that the chemical kinetic and thermo-
dynamic parameters of these models are fitted within their uncertainty limits to better
describe experimental data. These are extreme optimization tasks due to the large num-
ber of fitted parameters (typically 50-100), large number of experimental data considered
(up to 25000), and the slow calculation of the simulation results. The latter is based on
the solution of several thousand systems of ordinary and partial differential equations and
non-linear algebraic systems. Several local and global optimization search methods were
tested here using analytical test functions and a real chemical kinetics problem. This trial
chemical problem is the determination of two Arrhenius parameters of a H2/O2/NOx
reaction system using 732 experimental and theoretical data points.

Testing several optimization methods on standard test func-
tions
The most widely used optimization methods in physics and chemistry are the Levenberg-
Marquardt method and the various Gauss-Newton methods. However, these methods re-
quire the calculation of the derivative of the objective function with respect to the param-
eters. In mechanism optimization tasks the analytical derivatives are not available and the
calculation of the numerical derivatives is too expensive, provided, the number of fitted

*The authors acknowledge the financial support of the Hungarian National Research, Development and
Innovation Office via NKFIH grant K132109.

97

simretab1222@gmail.com
kmarci95@gmail.com
pappmatyi66@caesar.elte.hu
turanyi@chem.elte.hu
pallaszlo@uni.sapientia.ro


parameters are large. Therefore, we started to investigate also other local methods, like the
Nelder-Mead simplex method [8] (Matlab codename: fminsearch), the NEWUOA method
[10], the BOBYQA method [9], and the pattern search algorithm. Also, we investigated the
following evolutionary global optimization methods: genetic algorithm (GA) [11], simu-
lated annealing (SA) [5], differential evolution (DE) , particle swarm optimization (PSO)
[13], covariance matrix adaptation evolutionary strategy (CMA-ES) [2]. In all cases we
tested the Matlab implementations of the algorithms. There are several test functions that
are traditionally used for testing local and global optimization methods. These are the
Zakharov function [3] (single global minimum), the Holder table function [7] (several lo-
cal minima and four global minima points with identical objective function values), and
several other test functions with several local minima and a single global minimum: the
Ackley function [3], the Cross function [7] and the Rastrigin’s function. In the numerical
experiments, the calculations were started from 50 different random initial points and the
following results were recorded: CPU time measured on a PC (Processor: AMD Phenom
X4 940 3.00 GHz, RAM: 8.00 GB, Op. system: Window 7 Enterprise(2009) 64bit, Mat-
lab version: MATLAB R2020a), average number of objective function evaluations, and
the objective function value at the end of the iterations. The general conclusion was that
the local methods ended up in the local minima, while in most cases the global methods
found the global minimum, but consuming very different CPU time.

Testing the optimization methods on the H2/O2/NOx sys-
tem
A large amount of experimental data is available for chemical systems where hydro-
gen–oxygen combustion is doped with NO, NO2 or N2O. The most influential kinetic
parameters were identified [6] in the Glarborg-2018 mechanism [1] using local sensitivity
analysis. The Glarborg-2018 mechanism contains 149 species and 1397 reaction steps.

According to this analysis, in such systems the most important parameters are the A
Arrhenius parameters of the following nitrogen containing elementary reactions
R1: NO2 + H = NO + OH
R2: NO + HO2 = NO2 + OH
Therefore, in our test calculations the fitted parameters were the A Arrhenius parameters of
reactions R1 and R2. We used a subset of the experimental and theoretical data containing
732 data-points, collected from 13 publications. These data includes 2 data-sets of igni-
tion delay times, 27 data-sets of concentrations measured in flow reactors, 11 data-sets of
direct measurements and 3 data-sets of theoretical determinations. The simulations were
carried out using the Matlab version of program Optima [Varga T, Busai Á, Zsély IG. Op-
tima: A Matlab framework code for performing combustion simulations and mechanism
optimization, 2017] and the Chemkin-II simulation code [4].

The calculations were started from parameter values ln (A1)= 32.50 and ln (A2)=
28.37, which were the literature recommendations for these parameters. All optimizations
gave the same optimum value (ln (A1)= 32.71 and ln (A2)= 28.51) and the same objective
function value in the optimum. However, the various methods required very different CPU
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time and number of objective function evaluations.

Methods Objective function evaluation CPU time (sec)
fmincon 41 198
fminunc 78 540

patternsearch 124 2161
fminsearch 140 323

PSO 1240 8403
[12] 2000 1793
GA 3766 43083

Table 1: Comparison of different optimization methods on the chemical
kinetics problem

Conclusions
Matlab codes of several derivative-free local and global nonlinear optimization methods
were collected and tested on analytical test functions and also on real experimental datasets
of the H2/O2/NOx reaction system. The general conclusion from the applications of an-
alytical test functions is that all global methods found the same minimum, while the local
methods converged to different minima. In the chemical kinetics example, all methods
found the same optimum, but the CPU time requirements and the number of objective
function evaluations were very different. The investigations will be continued on larger
chemical kinetic systems with more parameters to be fitted.

Keywords: Nonlinear optimization, local search methods, global search methods, black
box models, large chemical reaction mechanisms
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As part of our project, we have developed a multi platform application that provides
an easy-to-use alternative for structural analysis of directed graphs. At the early stage of
our work we have developed the interface and the overall structure of the web applica-
tion[2, 4]. Namely, we have implemented a core Java package that can contain the graph
analyzer algorithms and a web interface that can automatically adapt to new algorithms
added. While in that early stage our application was able to run only algorithms added by
the developers, now we have extended it with the possibility of dynamically adding new
algorithms by privileged users. Following a case study we present how one can test our
application online, how it can be deployed on a local computer and how can it be extended
with new algorithms of already existing analyzer libraries like JGraphT [3], GraphStream
[1] and with self-written ones. The results of the work are continuously made available at
http://dina.inf.unideb.hu
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Introduction
We study the spread of information in finite and infinite inhomogeneous spatial random
graphs. We model the underlying contact network of the spreading using a class of spatial
scale-free network models, called (finite and infinite) Geometric Inhomogeneous Random
Graphs (GIRGs) with power law degree distributions with exponent 𝜏 > 1. We define
GIRGs as

Definition 0.11 (Geometric Inhomogeneous Random Graph (GIRG) [1]). Fix 𝑁 ≥ 1
the number of nodes. Assign to each node 𝑢 ∈ {1, 2, . . . , 𝑁} a fitness 𝑤𝑢 > 0, and a
uniformly chosen location 𝑥𝑢 ∈ [0,

√
𝑁 ]2 independently of the rest. Fix 𝛼 > 0. For any

pair of nodes 𝑢, 𝑣 with fixed 𝑤𝑢, 𝑤𝑣, 𝑥𝑢, 𝑥𝑣 , connect them by an edge with probability

Prob(𝑢 is connected to 𝑣 | 𝑥𝑢, 𝑥𝑣, 𝑤𝑢, 𝑤𝑣) ≍ min

{︂(︂
𝑤𝑢𝑤𝑣

‖𝑥𝑢 − 𝑥𝑣‖22

)︂𝛼
, 1

}︂
. (0.1)

GIRGs have a natural interpretation: the fitnesses express the ability of nodes to have
many connections, Φ embeds them in space, and 𝛼 is the long-range parameter: the
smaller 𝛼 is, the more the model favors longer connections. The parameter space of GIRG
is rich enough to model many desired features observed in real networks:

(a) extreme variability of the number of neighbours (degrees),

(b) connections present on all length-scales,

(c) small and ultra-small distances,

(d) strong clustering,

(e) local communities.
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In real-life networks, an extreme variability of node degree is often observed, see [2]. Ex-
treme node degree variability results in the presence of a few individuals with extreme
influence on spreading processes, the hubs or superspreaders [2]. Mathematically, this ex-
treme degree variability can be expressed using the empirical distribution of node degrees,
that follows a power-law:

Prob(deg(𝑢) ≥ 𝑥) ≍ 1

𝑥𝜏−1
. (0.2)

for some 𝜏 > 2. Setting a power-law fitness distribution for 𝑤𝑢 in a GIRG yields that
the degrees satisfy (0.2). The parameter 𝛼 in (0.1) determines the presence of long-range
connections: as 𝛼 gets smaller, it is more likely that there are long-range connections,
since the ratio 𝑤𝑢𝑤𝑣/‖𝑥𝑢 − 𝑥𝑣‖22 in (0.1) is less than 1 for most node-pairs.

We study a simple epidemic model on these networks, which is a degree-dependent SI
model. We fix the network 𝐺 in advance. We think of nodes in the network as individuals.
Each node within the network can be in two possible states: susceptible (S) or infected (I).
Infected nodes stay infected forever. At time 0, we start with a single infected node located
at the origin. The infection spreads on the network using random transmission delays on
edges: when 𝑢 becomes infected, it will transmit the disease to its neighbor 𝑣 a certain
time 𝑇𝑢𝑣 later. We assume that for an independent and identically distributed collection of
random variables (𝐿𝑢𝑣) ∼ 𝐿 ≥ 0,

𝑇𝑢𝑣 := 𝐿𝑢𝑣(𝑊𝑢𝑊𝑣)
𝜇, (0.3)

implying that the transmission across edges between vertices of expected degrees 𝑤1 and
𝑤2 are penalised by a factor of (𝑤1𝑤2)𝜇 for some 𝜇 > 0: this corresponds to a slow-down
effect towards/from higher degree vertices. We then define 𝐼(𝑡) as the number of infected
individuals at time 𝑡. Assume that for some 𝑡0 > 0

P(𝐿 ≥ 𝑡) ≍ 𝑡𝛽 on [0, 𝑡0]. (0.4)

We show that based on the parameters 𝜏, 𝛼, 𝛽, 𝜇 from Definition 0.11 and (0.3), the growth
of 𝐼(𝑡) as a function of 𝑡 satisfies the following phase diagram:

𝐼(𝑡)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

= ∞ for some finite 𝑇 <∞ when 𝛽 < (3 − 𝜏)/(2𝜇)

≍ exp(𝑡𝜁) when 𝛽 ∈
(︀
3−𝜏
2𝜇 ,

3−𝜏
𝜇

)︀
or 𝛼 ∈ (1, 2),

≍ 𝑡𝜂 when 𝛽 ∈
(︀
3−𝜏
𝜇 , 1𝑑 + 3−𝜏

𝜇 ∨ 2𝛼−𝜏+1
𝑑(𝛼−2)

)︀
and 𝛼 > 2

≍ 𝑡2 when 𝛽 > 1
𝑑 + 3−𝜏

𝜇 ∨ 2𝛼−𝜏+1
𝑑(𝛼−2) and 𝛼 > 2,

(0.5)

where 𝜁 = 𝜁(𝛼, 𝜏, 𝛽, 𝜇) < 1, 𝜂 = 𝜂(𝛼, 𝜏, 𝛽, 𝜇) > 2. In words, the shape of the epidemic
curves moves from explosive, to stretched exponential, to polynomial, to polynomial cor-
responding to the dimension of the underlying model.
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This paper aims to study the complexity of the Low Energy Adaptive Clustering Hier-
archy (LEACH) system. It has been analyzed based on status data-sets of several hundred
simulation cases. The serviceability of LEACH network and dependency properties were
done with two analytic techniques which consist of the Principal Component Analysis
(PCA) and the Singular Value Decomposition (SVD), the combined effect of both meth-
ods proved to be powerful in studying the behavior of the actual Wireless Sensor Network
system.

Introduction
Routing protocols play a key role in sending aggregated data, which is why such tasks need
to be handled intelligently. A successful model of a Wireless Sensor Network (WSN) sys-
tem is one that can strike a good compromise between maximum amount of data collection
and minimum amount of energy consumption. In WSN hierarchical routing mechanisms,
clustering appears to be an important consideration as it provides efficient energy savings
and data delivery at the network level. Hierarchical routing, which includes clustering, has
been proved to be a preferred method of managing sensor communication[1] [5]. At the
same time, the method increases scalability, reduces the amount of energy loss, and delay
time, while providing good connectivity and load balancing with increased network life.
Because the LEACH hierarchical mechanism provides significant energy savings, nodes
with Cluster Head (CH) functions are randomly selected during each epoch period and
then operate according to two alternating phases (Setup and Steady). The CH takes over
the frames of the cluster members and, after aggregation, sends it to the Sink (SN). Be-
cause the CH function consumes extra power, this is rarely received by WSN nodes [4]
[3]. A new cost-balanced routing mechanism is proposed in the paper and the high-quality
behavior of it is analyzed for different sets of parameters.

*This paper was supported by the FIKP-20428-3/2018/ FEKUTSTRAT project of the University of Debre-
cen, Hungary and by the QoS-HPC-IoT Laboratory. This work was supported by the construction EFOP-3.6.3-
VEKOP-16-2017-00002. The project was supported by the European Union, co-financed by the European Social
Fund. The paper was supported by the QoS-HPC-IoT laboratory, too.
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Cost Balance Mechanism: CB-LEACH
With the change we proposed, we endowed the basic LEACH mechanism with additional
skills and intelligence. This is a Cost Balanced (CB) version of LEACH, which decides
the route for transmitting frames based on complex metrics. In the case of CB-LEACH,
we allow the SN to move along a given path, as well as the selection of the optimal CH
for the nodes. Because nodes in the current epoch time may be closer to the moving SN
than any selected CH, it is preferable for them to send their frames directly to the SN than
indirectly through the selected CH [6]. To this end, we also include the SN in the set of
selected CH nodes, the energy of which does not decrease over time and is the largest in the
Wireless Sensor Network system. We consider not only the distance of the possible CHs
from the nodes but also their energy level. To do this, a given sensor node decides which
CH to connect to, based on a COST metric. We analyze and evaluate the synthetic state
data sets obtained from n = 360 simulation cases of Direct Sequence (DS), Basic LEACH
(BAS-LEACH) and Enhanced LEACH (ENH-LEACH). Each data set having over 600k
samples are captured according to different parameters: Balance Factor (𝛼), Ratio of the
CH nodes (p), Ratio of the AN node to the total number of nodes (m), Radio frames length
(L), Aggregation level (g), and Velocity (v).

Multi-Dimensional Data Set Analytical Methods
The CB-LEACH mechanism depends on a significant number of parameters. The simula-
tion was run in 360 cases. In each case, the communication activity of a given WSN was
completed during an epoch period in the order of millions. Vectorisation of the analyzed
system responses is based on standardization, normalization, and concatenation methods.
There is a legitimate need to identify the parameters that most significantly influence the
behavior of the present network. For this, we applied two analytic techniques which con-
sist of the Principal Component Analysis (PCA) and the Singular Value Decomposition
(SVD) [2]. The combined effect of both methods proved to be powerful in studying the
behavior of the actual WSN system.

Benefits of the Applied Methods
The methods used allowed the behavior analysis of the CB-LEACH wireless sensor net-
work. CB-LEACH is an energy-efficient version of the classic LEACH, the operation of
which can be influenced based on six parameters. To determine the optimal parameter
tuplet, the analysis of the synthetic state data set generated by several hundred different
simulation cases required the use of Big Data processing methods. To this end, based on
the principal component analysis and singular value decomposition, we got the rank of the
simulation matrix r = 6, which is not a coincidence due to the number of parameters (𝛼, p,
m, L, g, v), but a property due to the special skills of the CB-LEACH system. The found
rank value served to group the status data sets into corresponding clusters, identifying in
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this way principal base vectors of the CB-LEACH routing mechanism.

Keywords: wireless sensor networks, Low Energy Adaptive Clustering Hierarchy (LEACH),
switching, cluster, classification analysis.
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Introduction
Deep learning is a very successful AI technology that makes impact in a variety of practical
applications ranging from vision to speech recognition and natural language [2]. However,
many concerns have been raised about the decision-making process behind deep learning
technology, in particular, deep neural networks.

One important family of deep neural networks is the class of Binarized Neural Net-
works (BNNs) [3]. These networks have a number of useful features that are useful in
resource-constrained environments, like embedded devices or mobile phones [4, 5]. They
are computationally efficient as all activations are binary, which enables the use of special-
ized algorithms for fast binary matrix multiplication.

The goal of this work to attack the problem of verifying important properties of BNNs
by applying several kinds of approaches and solvers, such as SAT, SMT and MIP solvers.
We introduce our solver that is able to encode BNN properties for those solvers and run
them in parallel, in a portfolio setting. In some sense, this work can be considered to
be the continuation of that in [1, 6]. We focus on the important properties of neural net-
works adversarial robustness and network equivalence. Experimental results show that
VERBINE is capable of verifying those properties of medium-sized BNNs in reasonable
runtime, especially when the solvers MINICARD + Z3 are run in parallel.

Encoding of binarized neural networks
A binarized neural network (BNN) is a feedforward network where weights and activations
are predominantly binary [3]. It is convenient to describe the structure of a BNN in terms
of composition of blocks of layers rather than individual layers. Each block consists of a
collection of linear and non-linear transformations. Blocks are assembled sequentially to
form a BNN, as Figure 1 shows.
Internal Block. Each internal block performs a collection of transformations over a binary
input vector and outputs a binary vector. A common construction of an internal block [3])
is composed of three main operations: a linear transformation (LIN), batch normalization
(BN), and binarization (BIN).
Output Block. The output block produces the classification decision for a given binary
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Figure 1: A schematic view of a binarized neural network.

input vector. It consists of two layers: a linear transformation that maps its input to a
vector of integers, followed by an ARGMAX layer to predict the label.

We propose an encoding of BNN verification problems into clauses 𝑙1 ∨ · · · ∨ 𝑙𝑛 as
well as equivalences over Boolean cardinality constraints in the form

𝑙 ⇔
𝑛∑︁
𝑖=1

𝑙𝑖 ≥ 𝑐 (0.1)

where 𝑙, 𝑙1, . . . , 𝑙𝑛 are Boolean literals and 𝑐 ∈ N is a constant where 0 ≤ 𝑐 ≤ 𝑛. Depend-
ing on the approaches one wants to apply to the satisfiability checking of those constraints,
they have to be encoded in different ways.

There are various existing, well-known approaches expressing Boolean cardinality
constraints into Boolean logic, for example by using sequential counters, cardinality net-
works or modulo totalizers.

It is straightforward to encode clauses and constraints (0.1) into SMT over the quantifier-
free logic of integer arithmetic (QF_LIA).

Implementation, experiments, and results
All the proposed encodings are implemented in Python, as part of our portfolio solver,
which executes different kind of solvers (SAT, SMT, MIP) in parallel. Our solver can
check both adversarial robustness and network equivalence.

In our experiments, the BNN architecture consists of 4 internal blocks and 1 output
block. Each internal block contains a LIN layer with 200, 100, 100 and 100 neurons,
respectively. We trained the network on the MNIST dataset. The accuracy of the resulting
network is 93%.

We tried different combinations of solvers in our experiments, but our solver produced
the best results when running MINICARD as a SAT solver and Z3 as an SMT solver in
parallel.

In two sets of experiments, we focused on the problem of checking adversarial robust-
ness and network equivalence, respectively. Figure 2 presents some of the results
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Figure 2: Results on 4-BLOCK BNN on MNIST dataset.
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Medial axis transforms have been thoroughly studied in computer graphics and image
processing. Choi et al. [3] presented their mathematical foundations and introduced the so-
called envelope formula, which can be used to reconstruct the boundary of a planar object.
Moon showed that curves in the R2,1 Minkowski-space are very suitable to describe medial
axis transforms, and he introduced the class of Minkowski Pythagorean hodograph (MPH)
curves [7]. He showed that in the case of MPH curves, the envelopes and their offsets are
rational. Since then, numerous studies have been published on MPH curves, and in 2016,
Bizzarri et al. introduced the class of Rational Envelope (RE) curves [2] that also produce
rational envelopes.

A different area of computer-aided geometric design is called skinning, by which we
mean the process of creating two, at least 𝐺1 continuous splines for a discrete sequence of
circles that touch each circle only at one point. In skinning, the result can be also regarded
as an envelope, but in a discrete aspect. Nowadays, there are more and more works that
deal with skinning techniques [1, 5, 6].

We may observe that the boundary reconstruction using medial axis transforms and the
skinning process is somehow similar, yet fundamentally different based on their problem
setting. Nevertheless, based on the two fields’ similarities, we started the study of applying
medial axis transforms for skinning purposes. In [4], we have shown how RE curves can
be employed for skinning a sequence of circles. We explored how to choose the input data
for the interpolation so that the resulting envelope satisfies the conditions of skinning.

In skinning, the problems of intersecting skins are of utmost importance. In [5], we
showed that we may modify the tangent vectors’ lengths to resolve intersections. However,
only general methods exist to detect whether the skins intersect and to determine the actual
intersection points. But in the case of using RE curves, we can approach and solve these
problems much more efficiently. In this work, we study the intersections of the generated
envelope curves of RE curves when applied for skinning. We show how to detect the

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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intersection points and offer possible solutions to resolve the intersections.
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Introduction
This paper deals with scheduling jobs in heterogeneous resources of networks, like the
computational grid. In the literature, various job allocation algorithms have been proposed
to schedule arriving jobs in computational clusters [5], [4], [1]. In addition, some algo-
rithms have been designed to consider knowledge about the characteristics of jobs; these
algorithms may be classified as either clairvoyant or as non-clairvoyant [8], [10], [9].

Apart from the effective scheduling, the energy consumption of such grid systems turns
into a really crucial requirement due to the rapid increase of the size of the grid and the
goal of a green network. The most common techniques of reducing energy consumption
are related to the dynamic power management used at runtime. It is therefore of interest to
examine algorithms which offer the greatest performance while using an amount of energy
that is as low as possible.

The Model
Do introduced a generalized infinite model for the performance evaluation of scheduling
compute-intensive jobs with unknown service times in computational clusters [2]. In this
paper we use a finite model instead of the infinite one [7] to make the queueing model
more realistic and we introduce two new scheduling policies. In addition to the existing
HP policy, new policies are introduced:

• HP (High Performance priority): This policy chooses the shortest queue in the sys-
tem. If there is more than one queue with this property, a queue whose server has
the highest performance is chosen.

• MRT (Mean Response Time priority): This policy first calculates the expected mean
response time for every queue and then selects a queue where this value is the min-
imal.

• MRTHP (Mean Response Time with High Performance priority): This policy is a
combination of MRT and HP. If there is an idle server, it behaves like the HP policy;
if all servers are busy, it behaves like MRT.

*The research work was supported by the construction EFOP - 3.6.3 - VEKOP - 16-2017-00002. The project
was supported by the European Union, co-financed by the European Social Fund.
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To calculate the performance, mean response times and energy consumption of a
server, we consider every server of the cluster to be one of a specific type (class), which
can be characterized by the following parameters: 𝐶𝑠 - the throughput of the server; 𝑃ac,𝑠
- the average active energy consumption of the server under full load; 𝑃id,𝑠 - the power
consumption of the server in the idle state. These measures are applied based on the
SPECpower_ssj2008 benchmark [6]. According to these parameters the modeled servers
were Intel Xeon E5-2670, Intel Xeon E5-2660, and Intel Xeon E5-4650L.

We investigate these policies with respect to three schemes of buffering the arriving
jobs:

• Separate Queue: In this scheme every server has its own queue. Jobs are scheduled
to the queue of a specific server according to the chosen policy.

• Class Queue: In this scheme a buffer is assigned to each class. Jobs are scheduled
to the queue of a specific class according to the chosen policy.

• Common Queue: In this scheme only a single common buffer is available for all
servers. If more than one server is idle, then the local scheduler chooses the server
with the highest performance.

In this paper, we present a generalized finite source model for the performance evalua-
tion of scheduling compute-intensive jobs with unknown service times in a computational
cluster which is built from servers of different types. The state space of the describing
Markov chain is extremely large. Therefore, to obtain the performance measures the Sim-
Pack, a collection of C/C++ libraries and executable programs for computer simulation is
used [3].

In particular, we determine various performance measures for all combinations of three
scheduling policies for assigning jobs to servers with three schemes for buffering arriving
jobs; furthermore, we investigate the effect of switching off idle servers, thus the energy
consumption of the system under these combinations of scheduling policies and buffering
schemes can be estimated.

Large number of figures were generated to illustrate the effects of scheduling algo-
rithms and buffering schemes for the performance measures and the energy consump-
tion. Simulation results show that the choice of the scheduling policy and of the buffering
scheme plays an important role in ensuring quality of service parameters such as the wait-
ing time and the response time experienced by arriving jobs. The energy consumption,
however, is only affected by the scheduling policy and the energy saving mode, while the
buffering scheme does not have significant impact.

Keywords: performance evaluation, cluster network, finite-source queueing systems,
buffering scheme
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The so-called Papanicolaou test [6], also known as the Pap test, is a microscopic ex-
amination of cells detached from the surface of the cervix, which allows the detection of
cancer-preventing conditions as well as early cervical cancer. During the Pap test, special
microscopes are used to examine the cell smears that can contain up to more than 10,000
cells. When performing the test on a sick patient, only a low proportion of these cells are
abnormal cells. During the study, it is the task of the cytologists to recognize the unhealthy
cells on the smears, which is a significantly time-consuming and thus an expensive task
[5].

After the appropriate digitalization of the aforementioned smear, based on the results
of previous research [3], we performed an automatic cell segmentation method, which pro-
duced a binary mask, that identifies the groups of cells on each smear. Using the results of
this algorithm as input, we ran an automated slicing algorithm that applies digital image
processing algorithms in order to extract the image slices of each cell.

The available database, containing the images found on the smears was unbalanced,
hence the healthy images were in vast majority. In our work, we propose a new system
to solve the aforementioned problem, intending to find the abnormal cells using neural
networks. With the use of a database, that was manually annotated by cytologists, we train
a deep learning [4] network that aims to classify the cells into two different classes. De-
riving from the initial results obtained in this way, we could assume that there was a need
for a solution that increases the accuracy of the network by also balancing the available
dataset. We have further developed a system for synthetic image generation which is based
on an algorithm known from literature [1] that is capable of generating reliably unhealthy
cell images regarding the classification, thus balancing the available dataset. With the in-
tent of focusing on the identification of unhealthy cells, we apply modern class weighting
solutions by using a custom loss function. Furthermore, we also connect a simple classi-
fication network to the output of the encoder part of our system. The concept is to train a
variational autoencoder [2] with the appropriate parameters together with the classification
network. In this way we have used this system, to generate images that are more appropri-
ate regarding the classification of them into two classes. These generated images are then

*This research was supported by the ÚNKP-19-2-I-DE-345 and the ÚNKP-20-5-DE-31 New National Ex-
cellence Program of the Ministry for Innovation and Technology from the source of the National Research,
Development and Innovation Fund. Moreover, the research was supported in part by the János Bolyai Research
Scholarship of the Hungarian Academy of Sciences, the GINOP-2.2.1-18-2018-00012 and the EFOP-3.6.2-16-
2017-00015 supported by the European Union, co-financed by the European Social Fund.
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added to the original dataset, only if the classifier predicts them to be abnormal.
The resulting images were used to expand the existing data set, which was used to

retrain the aforementioned deep learning based model. The retrained model produced
growth in its performance. In order to thoroughly test the model, we also propose a metric
that focuses on the network’s ability to recognize unhealthy cells.

Keywords: Pap test, cell classification, unbalanced data, autoencoder
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Introduction
Propositional Satisfiability is the problem of determining, for a formula of the proposi-
tional calculus, if there is an assignment of truth values to its variables for which that
formula evaluates to true. By SAT we mean the problem of propositional satisfiability for
formulae in conjunctive normal form (CNF).

SAT is the first, and one of the simplest, of the many problems which have been shown
to be NP-complete [5]. It is dual of propositional theorem proving, and many practical
NP-hard problems may be transformed efficiently to SAT. Thus, a good SAT solver would
likely have considerable utility. It seems improbable that a polynomial time algorithm will
be found for the general SAT problem but we know that there are restricted SAT problems
that are solvable in polynomial time. So a "good" SAT solver should first check the input
SAT instance whether it is an instance of such a restricted SAT problem.

In this paper we introduce the w-Horn SAT problem, which is solvable in polynomial
time. We also introduce the z-Horn SAT problem, but we do not know yet whether it is
solvable in polynomial time or not.

Horn SAT is the restriction to instances where each clause contains at most one positive
literal. Horn SAT is solvable in linear time [6, 9], as are a number of generalizations such
as renamable Horn SAT [1, 8], extended Horn SAT [4] and q-Horn SAT [2, 3].

In this paper we generalize the well-known notions of Horn and q-Horn formulae. A
Horn clause, by definition, contains at most one positive literal. A Horn formula contains
only Horn clauses.

We generalize these notions as follows. A clause is a w-Horn clause if and only if it
contains at least one negative literal or it is a unit. A formula is a w-Horn formula if it
contains only w-Horn clauses after propagating all units in it, i.e., after a BCP step. We
show that the set of w-Horn formulae properly includes the set of Horn formulae.

A function 𝛽(𝑥) is a valuation function if 𝛽(𝑥) + 𝛽(¬𝑥) = 1 and 𝛽(𝑥) ∈ {0, 0.5, 1},
where 𝑥 is a Boolean variable.
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A formula is q-Horn if and only if each clause in it contains at most one "positive"
literal (where 𝛽(𝑥) = 1) or at most two half ones (where 𝛽(𝑥) = 0.5).

We generalize these notions as follows. A formula is z-Horn if and only if each clause
in it after a BCP step contains at least one "negative" literal or exactly two half ones.

We show that the set of z-Horn formulae properly includes the set of q-Horn formulae.
We also show that the w-Horn SAT problem can be decided in polynomial time. We also
show that each satisfiable formula is z-Horn.

Examples
Examples for w-Horn formulae:

1. (¬𝑎 ∨ 𝑏 ∨ 𝑐).

2. (¬𝑎 ∨ ¬𝑏) ∧ (¬𝑎 ∨ 𝑏) ∧ (𝑎 ∨ ¬𝑏).

3. (¬𝑎 ∨ ¬𝑏 ∨ ¬𝑐) ∧ (¬𝑎 ∨ ¬𝑏 ∨ 𝑐) ∧ (¬𝑎 ∨ 𝑏 ∨ ¬𝑐) ∧ (¬𝑎 ∨ 𝑏 ∨ 𝑐) ∧ (𝑎 ∨ ¬𝑏 ∨ ¬𝑐) ∧
(𝑎∨¬𝑏∨ 𝑐)∧ (𝑎∨ 𝑏∨¬𝑐), this example shows the great expressiveness of w-Horn.

4. (𝑎) ∧ (¬𝑎 ∨ 𝑏), because after BCP we obtain the empty clause set.

5. (¬𝑎 ∨ ¬𝑏) ∧ (¬𝑎¬𝑏) ∧ (𝑎 ∨ ¬𝑏) ∧ (𝑎 ∨ 𝑏 ∨ 𝑐) ∧ (¬𝑐), because after BCP we obtain
(¬𝑎 ∨ ¬𝑏) ∧ (¬𝑎 ∨ 𝑏) ∧ (𝑎 ∨ ¬𝑏).

The following examples are not w-Horn formulae:

1. The formula (𝑎) ∧ (¬𝑎) is not w-Horn, because after BCP we obtain a clause set
which contains the empty clause, and the empty clause is not w-Horn.

2. The formula (𝑎)∧ (¬𝑎∨ 𝑏∨ 𝑐) is not w-Horn, because after BCP we obtain (𝑏∨ 𝑐),
which is not a w-Horn clause.

Examples for z-Horn formulae:

1. (a ∨ b) and (¬ a ∨ c), because every 2-SAT problem is a z-Horn formula.

2. (¬ a ∨ b ∨ c) ∧ (¬ a ∨ ¬ b ∨ ¬ c), a feasible valuation is 𝛽(𝑎) = 𝛽(𝑏) = 𝛽(𝑐) = 0,
but it is enough to say that 𝛽(𝑎) = 0. Note that this formula is said to be non q-Horn,
see example 2.9. and 2.10. in [7], but it is actually q-Horn, because 𝛽(𝑎) = 1, and
𝛽(𝑏) = 𝛽(𝑐) = 0.5 is a q-feasible function for it.

Properties of w-Horn and z-Horn formulae
Lemma 0.12. The set of w-Horn formulae properly includes the set of Horn formulae.

Lemma 0.13. The w-Horn SAT problem is solvable in polynomial time.

Lemma 0.14. The set of z-Horn formulae properly includes the set of q-Horn formulae.

Lemma 0.15. Any satisfiable 𝐹 formula is z-Horn.
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Convolutional Neural Network (CNN) for medical image classification has produced
satisfying work [1, 2, 6, 7]. Several pre-trained models such as VGG [9], Inception [10],
and ResNet [5] are products that can be relied on to design high accuracy classification
models. Our work investigates the performance of the three pre-trained models when
trained together. We use two methods for comparison. First, we train the model indepen-
dently. This means that each model is given input and trained separately, then the best
results are determined by majority voting. In the second method, we train the three pre-
trained models mutually. In other words, these three models are trained simultaneously as
the Interconnected Model.

The interconnected model adopts an ensemble architecture as shown in [4]. Our de-
sign is a combination of the three sub-models previously mentioned. The first sub-model
is VGG19, consisting of sixteen convolution layers, five polling layers, and three fully-
connected layers. Meanwhile, Inception and Resnet50 each consist of forty-eight and
fifty layers. We trained these three models with the number of parameters, respectively,
1,863,702 for VGG19, 3,297,302 for Inception, and 10,055,702 for Resnet50. We took
70% of the pictures as a training set and the rest as a validation set in the training process.
Each subnet is also installed with three fully connected layers with a Relu activation func-
tion after previously passing the Flatten layer that changing each feature’s dimensions. The
three outputs from each subnet are concatenated before entering a multilayer perceptron
with three layers. Each has two fully-connected layers using the Relu activation function
and the final layer with two class Softmax activation function.

The model we suggest is examined on two datasets. The first data set is the chest x-ray
dataset1. The data are the results of radiological photographs, which are divided into two
categories. The first category is Normal, and the other is Pneumonia. The two classes
in the dataset each had 3875 images for Pneumonia and 1341 Normal ones. The second
dataset is thin blood smear images2, which have been categorized into two classes, namely,

1https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
2https://www.kaggle.com/miracle9to9/files1
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Parasitized and Uninfected. These two classes proportionally distributed 13780 images for
each category.

We uniform several things for simplicity, including the input size is set to 200x200
Pixels, 16 Minibatch, 50 Epochs. We also take advantage of Adam optimizers with 0.0001
learning rates and decrease 1e-6 for each subsequent epoch. From the experimental re-
sults using the chest x-ray dataset, we can report the interconnected model’s accuracy[3,
8] reaching 0.95, VGG19 0.93, Inception 0.83, and Resnet50 0.74. Meanwhile, from
the malaria dataset, the Interconnected model achieved an accuracy of 0.87, followed by
VGG19 0.89, Inception 0.79 and 0.50 for Resnet50. At the end of the paper, we will
present the comparison of the majority voting of three subnets toward the Interconnected
model.

Keywords: Convolutional Neural Network, Medical Images Classification, Interconnected
Model
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This paper explores the feasibility of Virtual Reality (VR) and Serious Games (SG) for
helping low back pain patients in physiotherapy. The suggested application encourages
back flexion beyond the patients’ maladapted comfort zones while immersed in sensory-
distracting exercise games. Data is collected via observation of the single-subject exper-
imental study and by interviewing two health domain experts. The paper discusses the
possibility of encouraging back flexion through exercise games and sensory distractions
for pain avoidance. The main contribution is illustrating the possibilities of SGs and VR to
treat fear of movements but only by involving domain knowledge in the evaluation process.

Introduction
Chronic low back pain is one of the leading causes of debilitating pain conditions, sick
leave, and healthcare costs worldwide [4]. A subset of patients suffering from low back
pain will also develop a fear of movement (kinesiophobia) that can be further exacerbating
their condition, despite not having a specific pathology, prevailing injury, or danger of re-
injury. Treating this condition has proven difficult, and there is currently little consensus
on demonstrably effective treatment [8]. However, it is known that finding an effective
treatment early reduces the impact or possible onset of chronicity and can significantly
improve the patient’s quality of life prospects [6]. While there are suggestions for Vir-
tual Reality (VR) supported treatments, the majority of the papers show either the clinical
(e.g., [2]) or the technical (e.g., [1]) parts of evaluations. This paper illustrates the de-
sign and explores the feasibility of affordable VR technology and Serious Games (SG) in
physiotherapy based on collaboration between clinicians and technology developers. The
application helps patients with non-specific chronic low back pain (NSCLBP) by encour-
aging back flexion (through graded exposure) beyond the patients’ maladapted comfort
zones, at the same time, when they are immersed in sensory-distracting games.
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Study design
After investigating a list of possible HMDs and available games, the developer [5], in col-
laboration with a physiotherapist [7], chose Oculus Rift [3]| and identified two commercial
games for the study: HoloBall and HoloDance. After discussing the necessary functions
and features, a prototype game (RoBoW) was developed to complement the treatment (see
Figure 1).

Figure 1: The three games applied, from left to right: HoloBall, RoBoW,
HoloDance.

The final application was evaluated by ten patients with non-specific chronic low back
pain (NSCLBP) and fear of movements [7] via observing a single-subject experimental
study, followed by interviewing two health domain experts. After rigorously planned in-
clusion and exclusion criteria and the interventions, the patients were given information
and could try VR equipment with an introductory game provided by Oculus, and answered
questions before interventions. The intervention contained 7 steps, including 30 minutes
of playing (10 minutes for each game), evaluations of experiences and ended with clinical
evaluations. After the interventions, the patients also undergo a follow-up session with
health-related data collection and assessment.

Briefly about the games
All patients were able to have a varied experience while playing HoloBall with low dif-
ficulty. They could start by pressing the trigger button to spawn a ball and hitting it at
the beginning. The difficulty of the game could be increased or adjusted after the need
of patients. For RoBoW, primary interactions occur for picking up arrows or batteries
and firing weapons. Arrows could be either picked up from a spawner or drawn from a
quiver (given by a collider and a behaviour/script) that followed the HMD, allowing the
user to reload by using a grab interaction close to the shoulders—this resembles a normal
movement to what one would expect if using a shoulder-strapped quiver in real life. The
reaching activities, according to observations either involve stepping or performed from a
stationary center encouraged to more ”use the room” and ”move freely” (see Figure 2).
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Figure 2: Arrow-bucket grab-interactions with different reaching

HoloDance was observed to elicit motions primarily with extended arms and some ro-
tational movements and flexion. With the added challenge of incoming spheres, additional
hand-eye coordination challenges were prominent.

Concluding remarks
This study shows the feasibility of developing SGs using VR technology for a patient
group based on tailored interactions identified and tested by clinical personnel. The cho-
sen applications facilitated the desired targeted movements and were customizable for each
patient’s capability. The application would not be successful without the knowledge and
involvement of physiotherapists already in the design and the development process due to
necessary adjustments of the prototypes to clinical goals. The results from observing the
trials, corroborated and amended by two interviews, suggest that VR technology and ap-
propriate experiences can be beneficial clinical treatments, since the trial games, including
the prototype contribution, facilitated movements that were considered helpful for the trial
objectives, so long as the games were sufficiently adjustable to a variety of cases. Clinical
goals must easily translate to game settings and parameter adjustments given in therapeu-
tic vernacular. Various interaction paradigms were examined through commercial games
and experimental work. However, the clinical assessment needs to steer development con-
siderations through developing new games. The observations and the interviews pinpoint
the importance of adjusting the game- and exercise-difficulty for individual patients. Clin-
ical guidance is also considered necessary, with an emphasized possibility for remotely
monitoring progress outside clinical hours.

The prototype games designed and/or developed in the project can be expanded upon
in their viable areas, gaining new insights from the project. In particular, the RoBoW game
can be amended with new challenge types, better interface, and clinical tailoring towards
external testing or deployment. Internal interest in maintaining a working version also
motivated this. The application of commercial consumer games can be potentially useful
in clinical settings or research. Developers of these tools and UX designers can likely
benefit from domain-specific insights into how clinicians work to accomplish this and
reflect on how the tools can deliver an experience that distracts from pain and motivates
for a better quality of life.

Keywords: Virtual Reality, Serious Games, Training, Low Back Pain, Collaboration
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Introduction
In today’s growing internet marketing access to customer information is almost a crucial
success factor and the better the information is gathered, the better a company can meet
its customers’ needs [2]. To reasons for businesses to use personalization belong: more
sales less unsubscribes; better conversion; better customer experience; fewer follow-up
emails, due to sending just highly relevant; saving money and time [5]. As an example,
the successful campaigns of Amazon, Cadbury’s, and Netflix, where personalization usage
contributed to their success, can be pointed out.

The increasing influence of social media and the enormous participation of users pro-
ceed with new opportunities to found out some emotional and behaviouristic similarities
among various people in a social network, as well as to use these similarities for creating
certain marketing efforts. Every internet user’s click can potentially be a part of marketing
information. Approaches with clustering social media data are needed as well to directly
support the companies’ teams in understanding, monitoring, and motivation the evolution
of user’s reactions in social media.

Therefore, one of the up-to-date problems for marketing strategies building is to dis-
tinguish different groups of internet users to send them correspondent responses or promo-
tions. For instance, users with a highly positive reaction with a large number of subscribers
can be chosen for more active promotions of additional bonuses, loyalty programs, etc.
Such a problem can be solved based on some interpretation of social media logs, discus-
sions, amounts of reactions, comments.

Last decade, many works were devoted to the discovery of clusters or communities. A
similar approach is analyzed id [3]. Different approaches are summarized in [1].

In our work we propose a model for users clusterization based on their social media
activity with an accent on their emotional behavior and leadership features using the k-
mean clustering technique.

Model description
For our model data from one social network were collected. We scraped the user’s post
where four different airlines were mentioned, assigned a numeric sentiment score to each,
and clustered data based on this and some other characteristics. For each sample object
following features were included: text of a post, number of user followers, number of
"favorite", number of reposts, and number of lists, to which user was added.
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To access data from selected social media, special credentials are required. A devel-
oper account was created to get them.

Firstly, collected data was cleaned (posts, where a lot of users or hashtags were men-
tioned, were deleted). To measure the emotions of the writer, dictionary ‘VADER‘ was
used, which is a lexicon and rule-based sentiment analysis tool. We form a compound as-
sessment of the post and use it for further clustering. This assessment yields quite precise
measuring of post sentiments. Among different clustering methods we choose k-means,
it fits well for our purpose [4]. In order to have equally-weighted features, as needed for
k-means clustering, feature range was normalized.

Secondly, to reduce model dimension, PCA (principal components analysis) was ap-
plied. Figure 1 (dimensions - Polarity, Followers count, Favorite count) and Figure 2 show
data points before and after applying PCA.

Figure 3: Data points before applying PCA Figure 4: Data points after applying PCA

To determine the number of clusters the Elbow method and the Silhouette method were
used. Figure 5 shows that the optimal number of clusters for our dataset is k = 4.

Figure 5: Silhouette coefficient values Figure 6: Data points after clustering

The program is written in execution environment Jupyter Notebook, the programming
language is Python, main packages used for scrapping data, creating visualizations, and
performing computations are ’tweepy’, ’plotly’, ’nltk’ and ’scikit-learn’.

Results and future research
After applying k-means clustering on the prepared dataset, we got 4 clusters, which could
nearly be described as groups with good/bad attitude towards the company and larg-
er/fewer number of followers. Data points, divided into clusters, are shown in Figure
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4. In the real business model, a company would have a different approach to potential
clients from each cluster.

Future work on this topic should focus on clearly identifying the specific causes of
customer satisfaction and dissatisfaction, that would reveal the most common problems
and advantages. The analysis of user loyalty to brands could also be expanded by using
more features, e.g. date after the launch of a new product or geodata to analyze reviews
from a particular area.

Keywords: personalization, clustering, social network analysis, market segmentation
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Electroencephalography (EEG) is a complex voltage signal of the brain and its correct
interpretation requires years of training. Modern machine-learning methods help us to
extract information from EEG recordings and therefore several brain-computer interface
(BCI) systems use them in clinical applications [4]. These system allow persons with dis-
abilities or paralysis to communicate [3] and to control robots [5]. Accurate classification
of motor-imagery based EEG is inevitable in developing such BCI applications.

By processing the publicly available PhysioNet EEG dataset [2], we extracted infor-
mation that can be used to train feedforward neural network to classify three types of
activities performed by 109 volunteers. While volunteers were performing different activ-
ities, a BCI2000 system was recording their EEG signals from 64 electrodes. In our work
we used that kind of motor imagery runs where a target appeared on either the top or the
bottom of a screen. The subject had been instructed to imagine opening and closing either
both fists (if the target is on top) or both feet (if the target is on the bottom) until the target
disappears.

We used the EEGLAB Matlab toolbox [1] for EEG signal processing and applied sev-
eral feature extraction techniques. Then we instantiated feedforward, multi-layer percep-
tron (MLP) networks with different structures (number of layers, number of neurons) and
evaluated their classification performance. 70% of the data was used for training, 30% for
testing, accuracy for test data was 71.5%.

Keywords: neural network, multilayer perceptron, classification, EEG, BCI
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Nowadays the amount of data is growing exponentially. However, this data is often
incomplete or inconsistent. There can be many reasons why a value is missing. For ex-
ample, it can be unknown, unassigned, or even inapplicable. Inconsistency occurs when
the data is contradictory. These issues can cause some undesirable events (bad prediction,
inappropriate decision making, etc). In computer science, there are numerous ways to
handle these kinds of inaccuracies. Rough set theory can be considered as a rather new
field in computer science. Its fundamentals were proposed by Zdislaw Pawlak in the 80’s
[3–5]. The Pawlakian systems handle the uncertainty among the data with a relation that is
based on the indiscernibility of objects. In many cases, based on the available knowledge,
two objects cannot be distinguished from each other. Two arbitrary objects can be treated
as indiscernible if all of their known properties are the same. This indiscernibility can be
modeled by an equivalence relation that represents our background knowledge or its limits.
It can affect the membership relation by making the judgment on this relation uncertain. It
makes a set vague because a decision about a certain object has an effect on the decisions
about all the objects that are indiscernible from the given object. In this case, if we would
like to check, whether an object is in a set, then the following three possibilities appear:

• the object is surely in the set if all the objects that are indiscernible from the given
object, are in the set;

• the object may be in the set if there are some objects that are in the set and are
indiscernible from the given object;

• it is sure that the object is not in the set if all the objects that are indiscernible from
the given object, are not in the set.

The equivalence relation (representing indiscernibility) defines a partition of a given
set of objects (often called the universe). The equivalence classes are called base sets and
they contain those objects that are indiscernible from each other. So the system of base
sets represent the background knowledge or sometimes its limit.

A rough set can be defined as a pair of sets such that the first is a subset of the second.
If a rough set represents a set, then the lower approximation is the first member and the
upper approximation is the second one. The lower approximation contains objects that

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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surely belong to the set, and the upper approximation contains objects that possibly belong
to the set. Their difference is called the boundary region. If the boundary region of a set is
non-empty, then the given set is rough. So, a rough set does not have a "clear" boundary.
A rough set can also be characterized numerically by the accuracy of the approximation
which is the fraction of the cardinalities of the lower and upper approximation.

In practical applications not only the indiscernible objects must be handled in the same
way but also those that are similar to each other based on some property. Over the years,
some new approximation spaces have been developed (they are generalizations of the orig-
inal Pawlakian space). The main difference between these spaces (with a Pawlakian ap-
proximation pair) lies in the definition of the system of base sets. Covering-based approx-
imation spaces generated by tolerance relations [6] generalize Pawlakian approximation
spaces in the following points:

• The equivalence relation representing indiscernibility is replaced with a tolerance
relation representing similarity.

• Every base set has a generator object. The members of the given base set are the
objects that are similar to the generator object.

Therefore, a base set contains objects that are similar to a distinguished member. This
means that the similarity to a given element is considered not the similarity in general.
The number of base sets is not more than the number of members of the universe, so there
are too many base sets for practical applications.

Correlation clustering [1] is a clustering technique that is based on a tolerance relation.
Its result is a partition. The gained clusters contain objects that are mostly similar to each
other. In the authors’ previous work, it was shown that the partition can be understood as
a system of base sets. As a result, a new approximation space appears, called similarity-
based rough sets [2]. It uses the same tolerance relation as the aforementioned covering
spaces and it has the following good properties:

• the similarity among objects is taken into account not the similarity to a given object;

• the base sets are pairwise disjoint sets;

• only the necessary number of base sets appears;

• the size of base sets is not too small, or too big.

In this work, we use some widely-used data sets to compare the developed approx-
imation space to the tolerance relation-based covering space. We use several accuracy
measures to test how well the methods can approximate different sets, and we also com-
pare the execution time of the approximation processes. The similarity-based rough sets
space provided a much faster and a more precise result which is inevitable in practical
applications.

Keywords: rough set theory, correlation clustering, set approximation
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Y. YAO, P. ARTIEMJEW, D. CIUCCI, D. LIU, D. ŚLĘZAK, B. ZIELOSKO, Cham: Springer International
Publishing, 2017, pp. 94–107, ISBN: 978-3-319-60840-2,
DOI: https://doi.org/10.1007/978-3-319-60840-2\_7.

[3] Z. PAWLAK ET AL.: Rough sets: Theoretical aspects of reasoning about data, Systern Theory, Knowledge
Engineering and Problem Solving, Kluwer Academic Publishers, Dordrecht, 199l 9 (1991).

[4] Z. PAWLAK: Rough sets, International Journal of Parallel Programming 11.5 (1982), pp. 341–356.

[5] Z. PAWLAK, A. SKOWRON: Rudiments of rough sets, Information sciences 177.1 (2007), pp. 3–27.

[6] A. SKOWRON, J. STEPANIUK: Tolerance approximation spaces, Fundamenta Informaticae 27.2 (1996),
pp. 245–253.

135

http://dx.doi.org/10.1023/B:MACH.0000033116.57574.95
https://doi.org/10.1007/978-3-319-60840-2\_7


The impact of server reliability on the
characteristics of cognitive radio systems*

Hamza Nemouchia, Mohamed Hedi Zeghouanib, János Sztrikc

ab Doctoral School of Informatics, University of Debrecen
anemouchih@gmail.com

bzeghouani.hedi@gmail.com
cFaculty of Informatics, University of Debrecen

sztrik.janos@inf.unideb.hu

The present paper deals with a finite-source retrial queuing system, which has two
service channels that use the cognitive technology. For more details on the system model,
see [1], [6], [8], [7], [4].

In this paper, finite-source retrial queueing cognitive radio system is analyzed with the
following assumptions. Consider two interconnected subsystems, where the licensed re-
quests are generated by finite number of sources 𝑁1. These sources generate primary calls
corresponding to an exponentially distributed time with an average value of 1/𝜆1 which
are sent to the primary service unit. If the server is idle, the service starts immediately.
If the server is busy, the call joins a preemtive priority queue. The primary service time
is supposed to be exponentially distributed random variable with a mean 1/𝜇1. For the
secondary part, the number of sources is denoted by 𝑁2. Each source generates low pri-
ority calls according to an exponentially distributed time with mean value of 1/𝜆2. The
secondary service time is exponentially distributed with a parameter 𝜇2. We assume that
the secondary service unit is non-reliable, which means that the server is subject to ran-
dom failures depending on whether it is busy or idle. The secondary service unit may fail
after a time, which is generally distributed with a rate 𝜃2 when it is idle, and 𝛾2 when it is
busy. The operating time (or inter-failure time) during busy or idle state is supposed to be
hyper-exponential, hypo-exponential, gamma, lognormal and Pareto distributed random
variables. Similarly, the same holds for repair times with rate 𝜎2. The retrial time of the
secondary customers is supposed to be exponentially distributed random variable with a
parameter 𝜈.

In [2], [5], [3], the authors applied a tool-supported approach to determine the most
important operating characteristics of the system. They examined several scenarios of
server unreliability in a system as complex as this, which allows an exponential distribution
of operation and repair time.

The aim of this paper is to investigate the impact of the various distributions on the
performance measures of the secondary part of the system. Using stochastic simulation,

*The work of János Sztrik is supported by the EFOP-3.6.1-16-2016-00022 project. The project is co-
financed by the European Union and the European Social Fund. The work of Mohamed Hedi Zaghouani is
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several scenarios of the servers unreliability are treated.

Keywords: finite-source retrial queueing systems, cognitive radio networks, non-reliable
servers, performance and reliability analysis, simulation modeling.
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The rapid development of the corona crisis requires novel methods and approaches
that could help flatten the curve. For this reason a new detection method is investigated
in order to diagnose in a faster and more reliable manner the disease and help prevent the
spread. Raman spectroscopy on blood serum is a potential candidate for this issue and
thus, research was done towards this direction.

Introduction
In December 2019, a novel virus has emerged and in a brief period it has reached all the
corners of the world. This virus is called the corona virus and it has affected all people.
Due to the continuous rise in the number of infected and deceased persons, a new approach
must be taken in order to deal with this situation. Since the measures taken to isolate
infected individuals had no significant result, perhaps the development of a new detection
method that is more precise and rapid could prevent the further spread of the virus [1]. A
possible detection method that could satisfy the requirements is Raman spectroscopy.

Used method
Raman spectroscopy is a method that relies on a nonionizing laser that can excite a molecule
if the energy of the incident photon matches the energy gap between the ground state and
the excited state of said molecule. The phenomena of fluorescence will occur when the
molecule relaxes and generates emission of photons in both the visible and near-infrared
spectral ranges. The emission can happen either by means of a elastic scattering which has
no relevant information, or plastic scattering which means that a part of the energy was
absorbed and only a fraction of that was released back into the medium. That difference
in terms of energy is studied in order to obtain relevant information that may be used for
bio-medical applications but not only [2].

In many bio-medical applications that include the use of Raman spectroscopy, the
probe being analyzed is blood serum. Many important features can be observed that prove
to be relevant in diagnosis. Knowingly, the use of Raman spectroscopy on blood serum
is proposed to be used as a novel detection method of infection with the SARS-COV-2
virus. For this, a database containing the Raman spectra of healthy and infected people
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was used in order to create a machine learning algorithm capable of extracting discrimi-
natory features that can be used to detect infected individuals. The applied method was
a supervised-learning algorithm called linear discriminant analysis (LDA). Additionally,
leave-one-out cross-validation was applied in order to obtain a more accurate result. The
overall accuracy, sensitivity and specificity were taken into consideration in order to assess
the performance of the created model for this task (Table 1).

Accuracy 93.55%
Sensitivity 83.33%
Specificity 90.38%

Table 1: Performance of the classifier

Results
The dataset was composed of a total of 309 individuals of which 150 were healthy and
159 were infected with the corona virus [3]. The dataset was divided into a training and
test set (70% training and 30% test). The created model had an accuracy of 93.5%. To be
more accurate when talking about the rate of success of the model the exact percentages
are discussed: the percentage of correctly identified healthy individuals was 100% and the
percentage of correctly identified infected individuals 86.7% while the rest of 13.3% were
labeled as healthy (Figure 1). The predominant features in terms of wave-number were in
the following ranges: [400-591]cm−1, [647-673]cm−1, [721-798]cm−1, [820-896]cm−1,
and [1003-1241]cm−1. This means that the features that best prove the presence of the
virus in the blood serum scatter photons in these ranges of wave-numbers and energies,
respectively.
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Figure 1: Confusion matrix

Keywords: SARS-COV-2, LDA, Raman spectroscopy, data processing.
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Introduction
Recently, reasoning over Boolean Cardinality Constraints (BCCs) gains in importance by
the advent of deep learning approaches, or more precisely, by the formal verification of
Binarized Neural Networks (BNNs) [3]. Another recent example of problems that can
be encoded as BCCs is the optimization of Wireless Sensor Networks (WSNs) [1]. The
encoding of such practical problems typically generates a large amount of BCCs.

There exist approaches that can naturally reason over BCCs such as integer linear
programming, Satisfiability Modulo Theories (SMT), pseudo-Boolean solving approaches
etc., but in most of the cases those are not efficient enough when solving large amount of
BCCs, compared to SAT approaches. On the other hand, SAT approaches force BCCs to
be converted to CNF, causing blowup in the encoding.

There exists, however a SAT solver called MiniCARD [2] that provides native support
for BCCs on the level of Conflict-Driven Clause Learning (CDCL). For large amount of
BCCs, MiniCARD typically outperforms [1] any of the aforementioned solvers, despite
the fact that MiniCARD is considered to be an outdated solver and its source code did
not get any update in the last 5 years. In this work, we add native support for BCCs to
a state-of-the-art full-fledged SAT solver called CryptoMiniSat [5], in a similar way as
it was done in MiniCARD, that is, on the CDCL-level, including the generalization of
the clause datastructure and the watched literals scheme, Boolean constraint propagation,
conflict analysis and clause learning. CryptoMiniSat is recently used as the underlying
SAT solver inside the approximate model counter ApproxMC [4], due to CryptoMiniSat’s
native support for XOR clauses. Our work could make it feasible to count models over
BNNs, which could be useful in the comparative analysis of BNNs.

Native support for Boolean Cardinality
Constraints
A Boolean Cardinality Constraint (BCC) is a constraint on the number of literals which
are true among a given set of literals. There are two kinds of BCCs:

Atmost:
𝑛∑︁
𝑖=1

𝑙𝑖 ≤ 𝑐 (0.1)
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Atleast:
𝑛∑︁
𝑖=1

𝑙𝑖 ≥ 𝑐 (0.2)

where 𝑙1, . . . , 𝑙𝑛 are Boolean literals and 𝑐 ∈ N is a constant where 0 ≤ 𝑐 ≤ 𝑛. At-
most (0.1) determines the maximum number of variables that are allowed to be true, on
the other hand, Atleast (0.2) determines the minimum number of variables to be true.

The key fact is that BCC generalizes the definition of a clause, which comes from the
fact that a clause 𝑙1 ∨ · · · ∨ 𝑙𝑛 can be interpreted as an Atleast BCC

∑︀𝑛
𝑖=1 𝑙𝑖 ≥ 1. This

allows us to extend any CDCL SAT solver into a Cardinality solver using the following
techniques.

First, we extend the clause data structure with two additional fields. One of them is a
flag indicating whether the clause is an Atmost constraint or a regular clause. The other
one is for the bound, or more precisely, the number of literals to be watched, which can be
calculated from the bound.

Then, we generalize the 2-watched-literal scheme, which is basic technique in CDCL
SAT solvers, into an 𝑚-watched literal scheme, where

𝑚 = 𝑛− 𝑐+ 1, (0.3)

𝑛 is the number of literals and 𝑐 is the bound. This formula is specifically for Atmost
BCCs. Note that any Atleast constraint

∑︀𝑛
𝑖=1 𝑙𝑖 ≥ 𝑐 can always be translated to an Atmost

constraint
∑︀𝑛
𝑖=1 ¬𝑙𝑖 ≤ 𝑛 − 𝑐, therefore the solver implementation only needs to support

Atmost BCCs.
Using these techniques, any CDCL SAT solver can be extended into a Cardinality

solver without requiring any extensive modification to conflict detection, clause learning
and other higher functionalities.

Implementation and validation
We extended CryptoMiniSat with the techniques mentioned above. The solver is now able
to receive Cardinality Constraints as input, parse them and handle them accordingly.

We also extended the solvers verification module (fuzzer). The module uses a third
party solver to verify whether the solvers output is correct based on the input.

Our preliminary experiments were run with promising resutls, however there are still
some inaccurate results coming from the solver. In the future we hope to fix these issues
and run more extensive experiments, then use the solver with ApproxMC to count models
over Binarized Neural Networks.
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Network theory is one of the most actively studied area of both theoretical and applied
probability. Random graphs are frequently used to model complex networks. In the last
few decades a large number of evolving random graph models were introduced to describe
real-life networks. For an overview see e.g. [2–4, 6, 7].

Empirical results show that large networks have several common features. It is known
that many real-world networks (e.g. the world wide web (WWW), social or biological net-
works) are scale-free that is their asymptotic degree distributions follow power-laws. One
of the most studied discrete time models is the preferential attachment model which was
introduced by Barabási and Albert (see [3]) to describe the scale-free nature of real-world
networks. On the other hand, the continuous-time models seem to be more appropriate to
model real-world networks. For an overview and introduction see [1, 2, 4, 7, 8].

In our paper we define and study a continuous-time evolving random graph model.
The examined model is a generalization of the model introduced by Móri and Rokob in
[9]. An extension of Móri and Rokob’s model describing the interactions of 3 vertices was
examined by Fazekas, Barta, Noszály and Porvázsnyik in [5]. The results of our paper are
also valid for the 3 vertices model.

The main units of our model are complete graphs on 𝑁 vertices (𝑁 -cliques) where
𝑁 ≥ 3 is a fixed integer. During their lifetime, each individual (𝑁 -clique) reproduce
according to independent Poisson processes with rate 1. At the initial time 𝑡 = 0 we are
starting with a single complete graph on 𝑁 -vertices. At each birth event one new vertex is
added to the graph which is connected to its ancestor 𝑁 -clique with random but bounded
number of edges. In this way new complete graphs on 𝑁 vertices (offsprings) can be
created. After their birth, the offspring 𝑁 -cliques can also start producing offsprings, and
so on. We remark that

The asymptotic behaviour of the number of vertices and the asymptotic behaviour of
the number of 𝑚-cliques (2 ≤ 𝑚 ≤ 𝑁 ) are studied. The proofs are based on general
results of the theory of branching processes.
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Introduction
We consider trend filtering for multivariate time series in a compositional data context.
Filtering trends, e.g. piecewise linear functions, of a univariate time series has been ex-
tensively investigated and many good methods exist, see [2] or [3]. To the best of our
knowledge, so far none of these methods have been extended to compositional data. How-
ever, since [1] it has been made clear that a compositional view can be advantageous when
the relative rather than the absolute information is of interest. Consider, for example, the
case where we compare the number of healthy individuals to infected ones in the whole
population. In such a setting, not the absolute number of infections but rather the relative
number to the whole population might be more meaningful. This perspective is relevant in
many other contexts, e.g. comparing the performance of different stocks, and it explains
the success of compositional data analysis methods in various applications. The method
we propose guarantees to find an estimator of piecewise (compositional) linear trends, nat-
urally being strictly positive and summing up to a given total. This is a necessity when
we want to use further compositional data analysis tools like log-ratios, pivot-coordinates,
etc. for the estimated trends.

Compositional trend filtering

In the following, consider a vector 𝑥 ∈ R𝐷 with 𝐷 strictly positive entries which sum up
to 1. This leads to the definition of compositional data as observations from the 𝐷 part
simplex 𝒮𝐷,

𝒮𝐷 :=

{︂
𝑥 = (𝑥1, ..., 𝑥𝐷)′ ∈ R𝐷+ ,

𝐷∑︁
𝑖=1

𝑥𝑖 = 1

}︂
.

The constraint of sum equal to 1 can always be achieved by rescaling, and rescaling will not
change the analyses later on, because they are all based on log-ratio information between
the compositional parts. The simplex can be equipped with an addition, multiplication with
a scalar, an inner product and a norm, which leads to the so-called Aitchison geometry on
the simplex [1]:

*This research was supported by the Austrian Science Fund(FWF) under the grant number P 32819 Einzel-
projekte.
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• For 𝑥,𝑦 ∈ 𝒮𝐷, perturbation is defined as 𝑥⊕ 𝑦 := (𝑥1𝑦1, ..., 𝑥𝐷𝑦𝐷)′.

• For 𝑥 ∈ 𝒮𝐷 and 𝛼 ∈ R, powering is defined as 𝛼⊙ 𝑥 := (𝑥𝛼1 , ..., 𝑥
𝛼
𝐷)′.

• For 𝑥,𝑦 ∈ 𝒮𝐷, the inner product is defined as

⟨𝑥,𝑦⟩𝐴 :=
1

2𝐷

𝐷∑︁
𝑖=1

𝐷∑︁
𝑗=1

log

(︂
𝑥𝑖
𝑥𝑗

)︂
log

(︂
𝑦𝑖
𝑦𝑗

)︂
.

• The Aitchison norm is defined as ‖𝑥‖𝐴 =
√︀
⟨𝑥,𝑥⟩𝐴.

Given a compositional time series, i.e. a time series 𝑥𝑡 with elements in the 𝐷 part
simplex 𝒮𝐷, we then define the trend filtering estimator of the compositional time series
𝑥𝑡 as:

(�̂�1, ..., �̂�𝑇 )′ := arg min
𝑎𝑡∈𝒮𝐷

1

2

𝑇∑︁
𝑡=1

‖𝑥𝑡 ⊖ 𝑎𝑡‖2𝐴 +
𝜆

2

𝑇∑︁
𝑡=3

⃦⃦
∆2𝑎𝑡

⃦⃦
𝐴
, (0.1)

where ∆2𝑎𝑡 denotes 𝑎𝑡 ⊖ 2𝑎𝑡−1 ⊕ 𝑎𝑡−2, for a fixed 𝜆 > 0. This means that we fit 𝑇
vectors �̂�1, ..., �̂�𝑇 ∈ 𝒮𝐷 to the observed data 𝑥1, ...,𝑥𝑇 , taking into account a given level
of smoothness controlled by the penalty term. When 𝜆 goes to infinity we get ∆2𝑎𝑡 = 0
which can be shown to be equal to 𝑎𝑡 = 𝑎 ⊕ (𝑡 ⊙ 𝑏), for all 𝑡, for some 𝑎 and 𝑏 in 𝒮𝐷;
i.e. 𝑎𝑡 is a linear function in the compositional sense. We show how to solve efficiently
Problem (0.1), and that for a range of different 𝜆 values, the estimated 𝑎𝑡 describes a
compositional piecewise linear multivariate time series.

Results
To illustrate the utility of the method we look at the number of Corona infections, per
100,000 inhabitants, in 9 different countries between 2020-03-01 and 2020-07-31. This
data is publicly available at https://ourworldindata.org/coronavirus-testing.
Figure 1 displays the estimated �̂�𝑡 in log-ratio coordinates comparing Austria to 8 other
European countries: each plot shows the log-ratio for a pair of countries, i.e. log

(︀ (�̂�𝑡)𝑖
(�̂�𝑡)𝑗

)︀
where 𝑖 resp 𝑗 denotes the 𝑖-th resp 𝑗-th entry in �̂�𝑡 corresponding to a certain country.
We can see from the log-ratio between Austria and Germany that Austria since July has
had increasingly more cases than Germany. This upward trend has already started at the
beginning of May when Austria still had less positive cases. At the same time the trend
for the log-ratio between Austria and Italy started to change. This means that the positive
cases per 100,000 inhabitants in Austria had been growing at a faster pace compared to
each, Germany and Italy, since beginning of July. Finland has had since May, increasingly
less numbers of infections than Austria.

Keywords: Compositional Data, Trend Filtering
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Figure 1: Log-ratios of Austria and all other countries of the considered
composition. The black points are the observations and in red we display

the trends.
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In the 20th century, the decisive importance and impact of the Internet are indisputable.
There are more and more online services that need (or just ask) personal data from the
users wishing to register. This practice has resulted that people do not think about the
necessity of the required data, as well as, in most cases people do not read the texts that
belong to the “Accept all cookies” buttons – they answer and click without considering the
risk of their decisions/actions. Even if there are many incidents published – for example,
released medical data [3], e-mail data [6], personal data [13] and bank account sensitive
data, e.g. passwords [9] – Internet users do not pay enough attention on those risk factors
that they can meet during their online activities.

The main goal of the program that we started at our universities is to make the students
more conscious and responsible Internet users.

We started to design and develop a learning environment that the students can access
and use if they would like to know more about this field. For finding out which field would
need more strength in the content, we had a survey on the students’ password usage habits.
Based on our previous experiences in teaching this field and on the results of the survey,
we designed an environment.

We chose the Virtual Reality (VR) for displaying the information and for developing
an interactive environment for learning about the chosen topics. VR has a deep impact of
information displayed in its 3D interactive environment on those learners and other audi-
ences who enter them. It has been demonstrated in some important researches, see, e.g.,
[7, 10–12], because 3D environments have special influences on the educational processes
[Falah, Bujdoso1, Hu]. It was shown in many cases that the VR environments can im-
prove the effectiveness of learning [2, 5] and – in addition – the users’ various skills [4, 8,
14].

*Supported partly by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was supported by
the European Union, co-financed by the European Social Fund.
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We built our environment in the MaxWhere 3D online collaborative system [1] because
of its many benefits: it has many 3D spaces and we can choose one for our specific topic,
students can download and use it for free, it provides an easy to use interface for navigation
and creating a personalized environment (see Figure 1).

Figure 1: A view of the Cybersecurity MaxWhere space designed and
prepared for students

In this paper we present the results of our research, and the design of the environment
that we developed for improving the students’ confident and safe Internet usage.

Keywords: Cybersecurity, virtual reality, VR, cyber responsibility, protecting sensitive
data, higher education
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We propose a novel solution to the data-locality problem, gaining performance ad-
vantage for multi-threaded and distributed actor systems by dynamically adapting to the
structure of actor communication. We provide an implementation in Circo, an open source
actor system, and show promising experimental results.

Introduction and related work
Actor-based concurrency models [1] have been used for decades for scalable distributed
applications [4]: Actors - the primitives of concurrency - communicate through messages,
and form arbitrary topological relations. Various industrial-strength frameworks permit
actor-style programming, including Akka and Orleans as popular ones [6], or Pony for
high performance [3].

We assume that actors are significantly more numerous than threads, and that actor
communication is structured: Only a small, slowly changing portion of possible actor
connections is used. As networks are slower than shared-memory communication, which
is slower than in-thread data passing, frequently communicating actors are to be moved to
a common, or at least nearby location - e.g. to the same NUMA (Non-Uniform Memory
Access) location, computer or data center.

We introduce the decentralized "Infoton optimization" algorithm, which can be ap-
plied both to multi-threaded environments and multi-node scenarios to explore and exploit
communication structure to co-locate actors.

Infoton optimization
We assume that communication cost between schedulers - threads executing actor code
- is fixed. Computational load with actors can however be moved between schedulers,
affecting communication cost.

Actors and schedulers are mapped to 3D Euclidean space. The main idea is that dis-
tance approximates communication cost, and actors move towards their communication
partners to minimize communication cost. Euclidean space is chosen on purpose as the
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model of the physical universe, where communication cost often depends on the physical
distance. Other spaces might also be investigated.

Infoton optimization is essentially a decentralized, scalable version of force-directed
graph drawing - a physical system of bodies with cohesive forces, where the energy of the
system is to be minimized [5]:

1. A so-called infoton, a force-carrying particle is attached to every message passed
between actors. It is a small structure that holds the position of the source actor and
a scalar value ("energy").

2. When the message arrives at its destination actor, the infoton that is attached to it
acts on that actor, pulling it towards the source of the message.

Another force spreads actors in the segment of the space near schedulers, avoiding all
concentrating around a single point:

1. Schedulers are embedded in a way that their distance represents communication
overhead - either by static positioning, or by using network coordinates.

2. Actors are migrated to the nearest scheduler.
3. When a message arrives, the scheduler that executes the target actor creates a new

"scheduler infoton", with itself as source.
4. Scheduler infotons either pull or push actors toward or away from the scheduler,

depending on the load of the scheduler.

Implementation and experiments
We have added an experimental implementation to the Circo [2] actor system (where the
main author and maintainer is the main author of this paper).

Figure 1 (also added to the Circo website [2] by the authors) illustrates an actor-based
balanced binary tree (left; orange lines represent inter-scheduler communication) and a
linked list (right), when optimization reached a stable layout after many operations. Start-
ing from a random layout, where - in case of six schedulers - only one sixth of the com-
munication happens between actors on the same scheduler, when optimized, respectively
80% and 95% of the messages are dispatched in-scheduler.

The cost of optimization grows linearly with the number of messages.

Future work
In addition to the details not discussed here, there is ongoing work clarifying the solution.
For example, convergence criteria of infoton optimization and optimality of the results are
studied. Detailed benchmark experiments are also being performed, comparing common
actor systems with Circo.

We believe that incorporating sparsity into deep learning using actor systems like Circo
has great potential towards artificial general intelligence.
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Figure 1: Optimized layouts of 4000 actors and 6 schedulers
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Introduction
Beta-Poisson (BP) models employ Poisson distributions, where the corresponding rate
parameter itself is a Beta-distributed random variable [2]. The BP distribution has been
used in various theoretical and practical applications, in particular to model single-cell
RNA sequencing (scRNA-seq) data in biology [3]. Providing gene expression distributions
over multiple cells, scRNA-seq is highly relevant and offers new fundamental insights into
various biological fields [4], and there is an ever increasing amount of produced scRNA-
seq data. The BP distribution has been shown to model scRNA-seq data appropriately and
take account of their specific nature, where there are different procedures for model fitting
and parameter estimation [1, 3].

To evaluate novel statistical methods in scRNA-seq analysis, simulations play a very
important role, as typically no ground truth is available for real data. For instance, to
adequately test and validate differential gene expression methods for scRNA-seq data [1],
it is important to simulate differential distributions (DDs) in a reliable way. We here focus
on a specific procedure to generate DDs in the scRNA-seq context using BP models. In
particular, we create different types of DDs, mirroring various sources or origins of a
difference, and different degrees of DDs, from weak to strong.

Despite the focus is on the application field of scRNA-seq data, the introduced proce-
dures can principally be applied also to settings in other research areas, for both theoretical
and practical considerations. The methods are implemented in the R package SimBPDD,
which is publicly available at https://github.com/RomanSchefzik/SimBPDD.

Methods

A BP model Poi(𝑥|𝜆1 Beta(𝛼, 𝛽)) covers a mixture of Poisson distributions Poi(𝜆1𝑢)
with mean 𝜆1𝑢, where 𝜆1 ∈ (0,∞) denotes a scaling parameter and 𝑢 ∼ Beta(𝛼, 𝛽) has a
Beta distribution with shape parameter 𝛼 ∈ (0,∞) and scale parameter 𝛽 ∈ (0,∞). In the

*The work was funded by project VH-NG-1010 of the HGF.
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scRNA-seq context, a large 𝛼 may indicate a high transcriptional burst frequency, reflect-
ing among others the proportion of zero expression, and a large 𝛽 may indicate a high burst
size, mirroring the magnitude of the non-zero expression values [3]. More specifically, we
here consider the five-parameter BP (BP5) model in [3], using an additional parameter
𝜆2 ∈ (0,∞) to model non-negative real-valued data (i.e., normalized scRNA-seq data)
and a further parameter 𝑝0 ∈ [0, 1] to explicitly capture the proportion of cells with zero
expression:

BP5(𝑥) := 𝑝01{𝑥=0} + (1 − 𝑝0)𝜆2 Poi(𝑥|𝜆1 Beta(𝛼, 𝛽))1{𝑥>0}.
To simulate DDs for the BP5 model, we start with a pre-processed, normalized real-
experiment scRNA-seq data set in form of a (𝐺×𝐶) expression matrix based on 𝐺 genes
and 𝐶 cells. We first fit a BP5 model to the expression data for each gene separately us-
ing the R package BPSC [3] and obtain corresponding parameter estimates 𝛼, 𝛽, 𝜆1, 𝜆2
and 𝑝0. Further, we test for each gene whether its distribution is indeed fitted well by
the corresponding BP5 model and only keep those cases (genes) that show a good fit as
controls.

We then simulate DDs and construct differential proportions of zero expression (DPZ)
for each control separately by manipulating the corresponding parameter estimates 𝛼, 𝛽,
𝜆 := 𝜆1 and 𝑝0. To this end, we consider five specific cases of DDs that vary regarding the
origin of the difference, see Table 1. We also incorporate different degrees of DD ranging
from weak to strong differences.

case changed parameter(s) same location same size same shape

DLambda 𝜆1 no no yes
DAlpha 𝛼 no no no
DBeta 𝛽 no no no

DAlphaBeta 𝛼, 𝛽 yes no no
DPZ 𝑝0 no no no

Table 1: Settings for the DD simulations based on BP models

Results from a validation study
We apply our DD simulation procedure in a study starting with a real-experiment scRNA-
seq data set, based on which we implement the DD simulation cases from Table 1 and
additionally different degrees of DD. As representatives of the so-obtained control and
manipulated BP5 models, for each instance, we draw a sample from each model, with the
sample size being equivalent to the number of cells in the scRNA-seq setting.

For each instance separately, to validate the soundness of our simulation procedures,
we calculate the corresponding 2-Wasserstein distance between the samples from the con-
trol and manipulated models. In particular, a decomposition of the 2-Wasserstein distance
helps to judge whether overall differences between two BP models are mainly due to differ-
ences with respect to location (mean), size (standard deviation) and/or shape. To explicitly
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test for DPZ, we use the classical Fisher’s exact test.
In general, for all cases, detection powers meaningfully increase with larger numbers

of cells and strength of the difference between the distributions. This intuitively makes
sense and confirms in particular that the implementation of the varying degrees of DD
from weak to strong in our simulation procedure is valid. DPZ can mainly be detected
when the parameters 𝛼 or 𝑝0 are changed. In contrast, DPZ typically plays only a minor
role when the parameters 𝜆 or 𝛽 are changed. Moreover, the decomposition patterns of
the 2-Wasserstein distance meaningfully become more and more obvious the larger the
number of cells is and the stronger the degree of DD is. In particular, the shape and
location component in the cases DLambda and DAlphaBeta (Table 1), respectively, are
minor to negligible. Further, the shape component is more pronounced when the shape
parameter 𝛼 is changed.

In a nutshell, the results confirm the soundness of our simulation procedures, in that
these are able to reflect what is to be expected from the underlying theory (Table 1). In
particular, we can provide some guidance on how to generate DDs between two BP models
when the difference shall be of a specific type.
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A single-stranded RNA sequence is a chain of ribonucleotides of four kinds (denoted
respectively by the letters A, C, G, U). While being synthesized sequentially from its
template double-stranded DNA (transcription), it folds upon itself into intricate higher-
dimensional structures in such a way that the free energy is minimized, that is, the more
hydrogen bonds between ribonucletoides or larger entropy a structure has, the more likely
it is chosen, and furthermore the minimization is done locally.

This phenomenon called cotranscriptional folding (CF) has turned out to play signifi-
cant roles in in-vivo computation throughout experiments and furthermore it has recently
proven even programmable artificially so as to self-assemble a specific RNA rectangular
tile structure in vitro [1].

The next step is to program a computation onto DNA in such a way that the computa-
tion can be “called” by cotranscriptional folding. In this novel paradigm of computation,
what programmers could do is only twofold: designing a template DNA and setting en-
vironmental parameters. Oritatami is an introductory “toy” model to this paradigm of
computation. This model allows programmers also to employ an arbitrarily large finite
alphabet as well as an arbitrarily complex rule set for binding.

We shall present known architectures of computing in oritatami from a simple half-
adder to Turing machine [2] along with several programming techniques of use, with hope
that they will inspire in-vivo architectures of CF-driven self-assemblable computers, which
could be even heritable.
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In daily life, people perform thousands of complex actions, for which is essential that
our brain properly organize the information, behavioral responses, and coordinate these
processes according to a purpose. This complex function involves the cognitive processes
that form the basis of goal-oriented behavior and can be primarily linked to the prefrontal
cortex [6, 7, 9]. These so-called executive functions play a behavior organizing role and
build up from three main components: shifting, inhibition, and working memory. However
numerous studies discuss the aforementioned components separately in different virtual
reality scenarios, there is a growing need for more complex approaches. MaxWhere is
a desktop virtual reality platform that capable of displaying both 2D and 3D content and
becoming in the focus of several studies in the past years [1–3, 5, 8]. The proposed study
takes place in a virtual city, where the center of a small town is displayed with a suburb
and a business district. The experiment begins in an outdoor pavilion where the first task
is presented. The user has to classify different objects from three categories and sort
them by pressing one of the three corresponding buttons. When an object appears on a
smartboard the participants have to decide which category it belongs to. Two unique items
are defined in the beginning of the experiment. When the first unique item appears the user
has to go to another specific building in the virtual space where a Stroop task [10] will be
presented. After the Stroop task, the participant goes back to the pavilion and continue
the categorization task. When the second unique element appears, the user needs to go
again to the other building, where the participants have to complete the final test of the
experiment which is a virtual mental rotation test [4].

Keywords: virtual reality, cognitive test, executive functions, Stroop task, mental rotation
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Machine learning has been reached nearly all programming languages and most kind of
devices. While the most popular language for developing machine learning application is
Python, it has its own limits, for example the partial compatibility with Android devices.
When a mobile application needs to train a model, it is easier to achieve this with the
device’s native language like Java or Kotlin. There are many machine learning libraries
for Java, but most of them lacks Android support.

Introduction
In September 2020, Oracle announced Tribuo, their open source Java machine learning li-
brary under Apache 2.0 license. It features many commonly used algorithms like random
forest, SVM, lasso, K-means, so it can solve prediction, classification, regression, clus-
tering and anomaly detection problems. SMILE, the Statistical Machine Intelligence and
Learning Engine is another machine learning library for Java. Its main advantage is the
performance compared to other libraries and algorithm support. Weka is a general purpose
open source machine learning software with Java API, which is easy to use and has its own
graphical interface. The common thing in these libraries is that they can be used with Java
or Kotlin and there are many algorithms that all of them support. Because of this, their
performance can be compared in the same environment, which will be an Android device
with a mobile processor in it. Although these are not native Android libraries, they can
work on these systems and their performance can be compared. In this paper, we present
the Android machine learning ecosystem, the libraries, the challenge of porting machine
learning libraries, and the results.

With the evolution of mobile devices and applications, it was inevitable to use machine
learning techniques for more personal user experience. Most applications use pre-trained
models to recognize voice, to take better pictures or to swap faces. There are many disad-
vantages of training models on mobile, for example the energy consumption [3]. Beside
that, there are many use cases of models trained on mobiles like comparison of machine
learning capability of processors [1], detecting potholes [2] or malware [4].

*The work is supported by the EFOP-3.6.1-16-2016-00022 project. The project is co-financed by the Euro-
pean Union and the European Social Fund.
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Application
The aim of the Android application is to measure properties of machine learning libraries
like memory usage or runtime. The libraries involved are the newly open sourced Oracle
Tribuo, the SMILE and Weka. The application runs the same test with each library, which
means it trains models like SVM, Decision tree on multiple datasets with different sizes.
The test uses the same algorithms and parameters for all libraries. The results and other
runtime properties are logged by the application.

Figure 1: First screen of the measuring application. The user can decide to
run tests for a specific library or all available libraries.

Keywords: Android, machine learning, Tribuo, SMILE, mobile

References
[1] A. IGNATOV, R. TIMOFTE, W. CHOU, K. WANG, M. WU, T. HARTLEY, L. VAN GOOL: AI Benchmark:

Running Deep Neural Networks on Android Smartphones, in: Proceedings of the European Conference on
Computer Vision (ECCV) Workshops, Sept. 2018,
DOI: https://doi.org/10.1007/978-3-030-11021-5_19.

[2] A. KULKARNI, N. MHALGI, S. GURNANI, N. GIRI: Pothole detection system using machine learning on
Android, International Journal of Emerging Technology and Advanced Engineering 4.7 (2014), pp. 360–
364.

[3] A. MCINTOSH, A. HINDLE, S. HASSAN: What can Android mobile app developers do about the energy
consumption of machine learning?, Empirical Software Engineering 24.1 (2019), pp. 562–601,
DOI: https://doi.org/10.1007/s10664-018-9629-2.

[4] J. SAHS, L. KHAN: A Machine Learning Approach to Android Malware Detection, in: 2012 European
Intelligence and Security Informatics Conference, 2012, pp. 141–147,
DOI: https://doi.org/10.1109/EISIC.2012.34.

162

https://doi.org/10.1007/978-3-030-11021-5_19
https://doi.org/10.1007/s10664-018-9629-2
https://doi.org/10.1109/EISIC.2012.34


Throughput Performance Measurement
of the MPT-GRE Multipath Technology

in Emulated WAN Environment*

Szabolcs Szilágyia, Imre Bordána

aUniversity of Debrecen, Faculty of Informatics
szilagyi.szabolcs@inf.unideb.hu

bordanimre@gmail.com

Internet architecture enables only a single data path between two communication end-
points within a communication session. On the other hand decent communication equip-
ment (laptops, tablets, phones) are equipped at the factory with several network interfaces
(Ethernet, Wi-Fi, 3G, 4G). It does not worth not to use these hardware-given possibilities,
which could increase the performance of the communication between two devices, using
two or more communication paths. In this paper we presented a possible solution by im-
plementing the MPT-GRE software library [4]. This software was developed under Linux
and is based on a totally new architecture, in comparison with the classical TCP/IP model,
providing an easy-to-use extension of the current TCP protocol stack. In our previous
papers we investigated its performance in various laboratory measurement environments
(see, e.g. [1–3, 5–9]). In this paper we tried to do it in a much more realistic environment,
using the Dummynet WAN emulation software. The measurement results confirmed that
the MPT-GRE multipath solution is able to efficiently aggregate the performance of phys-
ical connections in the emulated WAN environment as well.

Keywords: MPT-GRE, multipath communication, Dummynet, throughput, WAN Emula-
tor.
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The goal of the paper is to study a finite-source retrial queuing system with collisions
and customers’ impatient behavior in the orbit. The server is not reliable, breakdown can
happen either in busy or in idle states. The situation when an incoming customer from
the orbit or from the source finds the server busy causes a collision and both requests
are directed toward the orbit (including the customer under service, too). It is assumed
that every request in the source is eligible to generate customers whenever the server is
not working but these requests immediately get into the orbit. A customer after some
waiting for the server to be served can depart from the orbit without fulfilling its service
requirement these are the so-called impatient customers. In that case it goes back to the
source. The source, service, retrial, impatience, operation and repair times are supposed
to be independent of each other.

The novelty of the investigation is to carry out a sensitivity analysis comparing various
distributions of impatient time of customers on the performance measures such as mean
number of customers in the orbit, mean waiting time of an arbitrary customer, mean wait-
ing time of customers who leave the system without service, probability of abandonment,
server utilization, etc.

The aim of the present paper is to give a review of recent results on single server
finite-source retrial queuing systems with impatient customers in the orbit. There are in-
vestigations when the server is reliable and there are models when the server is subject to
random breakdowns and repairs depending on whether it is idle or busy. Tool supported,
numerical, simulation and asymptotic methods are considered under the condition of un-
limited growing number of sources. Several cases and examples are treated and the results
of different approaches are compared to each other showing the advantages and disadvan-
tages of the given method. In general we could prove that the steady-state distribution of
the number of customers in the service facility can be approximated by a normal distribu-
tion with given mean and variance. Using asymptotic methods under certain conditions
in steady-state the distribution of the sojourn time in the orbit and in the system can be
approximated by a generalized exponential one. Furthermore, we guess that the distri-
bution of the number of retrials until the successful service in the limit is geometrically
distributed. By the help of stochastic simulation several systems are analyzed showing

*The research of both authors was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The
project was supported by the European Union, co-financed by the European Social Fund.
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directions for further analytic investigations. Tables and Figures are collected to illustrate
some special features of these systems.

Queueing systems with impatient customers can be found for example, in [1–3], [7].
Our recent results are in [4–6], [8, 9].

Keywords: finite-source queuing system, retrial queues, collisions, server breakdowns and
repairs, impatient customers.
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The tuning of classification refinement using hierarchical grouping of categories is pre-
sented in this paper. The classification refinement [9] uses a classifier, a threshold and a
dendrogram as parameters. The dendrogram can be predefined by a linkage matrix, or it
can be generated by using linkage method and distance method on the topology informa-
tion. The refinement can improve the accuracy of classifiers in the case of low confidence
level.

For the examination, the 𝑘–NN [1] and the Naive Bayes [4] classifiers are used. These
classifiers are based on instances, and they do not require retraining in case of new in-
stances. The data set for the classification is part of the Miskolc IIS (Institute of Infor-
mation Science) Hybrid IPS (Indoor Positioning System) Data set [6, 12, 13] recorded
with the ILONA (Indoor Localization and Navigation) [11] System.. The data set had
been recorded in the Miskolc IIS Building of University of Miskolc. The data set con-
tains information about the location both as symbolic and absolute position, metadata of
the measurement, and the measured values of WiFi, Bluetooth, and Magnetometer. The
environment is selected to be the second floor of the Miskolc IIS Building, hence 431
measurement is used for the test. The threshold is an element of the {0.6, 0.7, 0.8, 0.9, 1}
set. The topology of the environment is described by IndoorGML (Indoor Geographic
Markup Language) [7] document [2, 3]. IndoorGML is a standard defined by the Open
Geospatial Consortium (OGC) [5], and it represents the indoor spaces as non-overlapping
closed objects. The indoor spaces are bounded by physical or fictional boundaries. For
each indoor space, the identifier is chosen to be derived from the corresponding space of
Miskolc IIS Hybrid Data set. The dendrograms are generated by using average, complete,
single and weighted linkage methods and the distance is calculated as the dissimilarity
value of gravitational force-based approach [3, 8, 10].

Three properties are examined of a setup, namely hitRate, confidence and abstraction.
Each property is calculated to have a maximization goal. However, when the increment of
the hitRate is focused on, the method can return all of the rooms as the result, producing
a low abstraction level. In addition, when higher confidence values are aimed at increased
threshold, the abstraction level can decrease. Therefore, the goal of the method can not
be based on only one of these properties. Tuning is required to find the balance of these
properties to improve the enhancement of the classification-based indoor positioning.

A fitness function is introduced using these properties for the purpose of tuning. The
introduced fitness function assigns a weight to each property, and it needs to be maximized.
In this paper, the different weight tuples are examined in the given test environment. The
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goal of the paper is to find a weight tuple, which can balance the hitRate, confidence, and
abstraction level features for indoor positioning purposes.

Keywords: classification, hierarchical clustering
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This paper will present the BlackRoom which is an image processing program. Beside
Vulkan fragment shader and OpenGL fragment shader, the software implements OpenGL
compute shader as another GPU-based processing path. In order to support wider range
of devices with different amount of memory, users can utilize tile rendering and the pro-
gram can be run in browsers thanks to the WebAssembly format. BlackRoom has been
capable of rendering images by CPU with the support of multi-threading and SIMD. Be-
sides that, in order to take advantage of computing potential of the graphics card, we used
OpenGL fragment shader. OpenGL compute shader was implemented to further improve
the rendering with GPU. Moreover, BlackRoom has Vulkan support, as well.

Thanks to our program’s built-in benchmark system, the performance differences be-
tween the implemented CPU- and GPU-based executing branches can be easily deter-
mined. We made a comprehensive comparison among the rendering performance of our
CPU, OpenGL’s compute shader and fragment shader and Vulkan fragment shader branches.

Introduction
BlackRoom is an image processing application developed in Qt 5.15 version. The goal
was to use the most modern techniques, so we implemented the algorithms using compute
shader also beyond fragment shader of OpenGL and Vulkan fragment shader. This paper
will cover the results of these implementations.

The Blackroom’s structure is based on the standard skeleton which is introduced in
GPU Gems [2]. Similarly to the framework of Seiller et al., each processing paths is
implemented in a separate class to follow the basic principles of object-oriented program-
ming [4]. During the research we have studied some of the existing accelerated image
processing libraries. Although the progressive GPUCV library was found to be one of the
best, it has not been developed since 2010 [1].

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund.
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Performance comparisons
Our test system contains an AMD Ryzen 5 3600 processor @ 4.35 GHz and an Nvidia
GTX 960 graphics card with 4 GB memory. The following effects were used in order to
compare the performance of the different executing branches: basic modifications, edge
detection, Gauss filter, infrared and grayscale effects. As for basic modifications, we are
talking about exposure value and brightness. To obtain the execution times we used the
QElapsedTimer class, which measures the elapsed time in nanoseconds. Because the
magnitude of the running time of our algorithms is millisecond, after readout the timer
variable is divided by 1 000 000 in order to yield values of milliseconds.

Context-free algorithms
As context-free effects the basic – exposure value and brightness – modifications’, the
infrared and the grayscale effect’s performance was measured. According to the results,
rendering by GPU is approximately twice as fast as rendering by CPU on a single core.
Utilizing multi-threading and SIMD decreases the gap but raises another problem. The
memory bandwidth is limiting the all core performance of the CPU. Furthermore, thread
management also increases the execution time. Nevertheless, taking into consideration
the basic, infrared, and grayscale effects we can see almost 20% decrement in execution
time compared to the single thread performance. The multi-core performance is more
consistent because of the smaller gap between the extreme values.

Looking at the comparison of different execution branches of the GPU rendering we
can see a little performance advantage in favor of OpenGL fragment shader with grayscale
effect. Talking about basic and infrared effects’ execution time the Vulkan fragment shader
is the best. Inconsistency is its worst drawback since the difference between the extreme
values is here the biggest among the execution branches. The OpenGL compute shader is
behind the two other GPU rendering branches in terms of execution time. Meanwhile, it
provides really consistent performance.

Context-sensitive algorithms
The context-sensitive algorithms were represented by edge detection and Gauss filter ef-
fects during the benchmarks. These effects calculate each pixel based on its neighbors.
The benchmark tests show that there is quite a big difference between these two effects
in terms of performance. As an example, rendering Gauss filter can profit from the extra
threads of the CPU. Its execution time is almost eight times faster on multiple threads than
on a single thread. On the other hand, the edge detection’s runtime is slower by utilizing
multi-threading. The reason of this is the simplicity of the edge detection compared to
Gauss filter.

The variance between the three GPU-based execution branches is greater compared to
the results with context-free algorithms. The OpenGL compute shader falls behind both
OpenGL fragment shader and Vulkan fragment shader. OpenGL fragment shader provides
the second best overall performance in edge detection and in Gauss filtering. The Vulkan
execution branch is a little bit faster.
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Benefits of OpenGL compute shader
Previously BlackRoom used only OpenGL fragment shader for computing the effects on
GPU. However, the access of the neighborhood was not really effective, it has improved
by introducing rectangle textures that enabled the usage of integer indices instead of float
values. Secondly, the histogram generation may be even slower than computing it on the
CPU [3]. Finally, the implementation of the OpenGL fragment shader is a little bit more
complex compared to our needs.

So, we started to implement our algorithms in OpenGL compute shader because of the
above reasons. For this executing branch the program uses OpenGL fragment shader only
for the onscreen rendering, the effect chain calculation is done completely by OpenGL
compute shaders. The code for histogram generation is more elegant than by OpenGL
fragment shader.

Keywords: image processing, benchmark, CPU, shaders, Vulkan.
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This paper describes the usage of CRC checking in an application named FMFT (Fast
Manager of File Transfer) that is based on Xinan Liu’s Reliable File Transfer Protocol.
The system consists of a server and a client 𝐶++ program utilizing UDP connection. The
aim is to transfer big files quickly by this program on busy network connections. The
𝐽𝑎𝑣𝑎-based minimum viable product relying on Xinan Liu’s solution was rewritten in
𝐶++ and enhanced by adding control over chunk size. To make this program available
for as many platforms as possible, WebAssembly programming language was used. This
article introduces the performance results of the utilization of CRC checking of sent and
received packages. Finally, it will be discussed that thanks to an advanced scheduling, our
application can utilize the network more efficiently.

Introduction
Transferring a huge amount of data between workstations and supercomputer nodes for
processing introduces new problems: not only the upload process is slow, but the result
can be huge also to download. Even gigabit connections can slow down to a few megabit
range in a busy network in real-life use cases having even packet loss [6] or damage, as
we experienced this at file transfers forth and back with a server hosted in the Gyires
supercomputer’s data center [3]. This paper will focus on the integrity of the transferred
packages and the performance hit caused by the handling algorithm. Furthermore, the
scheduling of packages will be discussed too.

Developing environment
For the platform independent development the Qt 5.15.1 stable version was chosen. This
part of the work was carried out on a Debian 10.5 workstation. The server is designed to

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund. This paper was supported by the
FIKP-20428-3/2018/FEKUTSTRAT project of the University of Debrecen, Hungary and by the QoS-HPC-IoT
Laboratory.
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run in headless mode. The client is built for the necessary target system natively having
a GUI. The initial approach in our software was to have a UDP data channel with a TCP
control channel similar to SABUL [2] which lived on as UDT until it was abandoned in
2013 [7]. Solutions based on UDP, especially by adopting rate-based algorithms, give
better performance than other alternatives according to Cosimo Anglano et al. work [1].
Later this led us to the conclusion to refine our software to use a UDP channel for the
control messages also [5]. On lost of either the data packet or the acknowledge packet, a
resend is needed. It is also true, if the integrity of the package is damaged. For the data
transfer we used QNetworkDatagram and QUdpSocket classes. We could measure
that the CPU utilization of the𝐶++ code was less than our original 𝐽𝑎𝑣𝑎 implementation’s
[4].

CRC checking
The testing was carried over with a 100 MB test file, its data was transferred from the
desktop workstation to the test server residing in the Gyires supercomputer’s server room.
It can be observed that without computing CRC-16 for data packets, the transfer rate sta-
bilizes over 800 Mbps from chunk size of 1100 bytes up to 4000 bytes.

By computing CRC-16 for data packets, the transfer rate cross the 800 Mbps boundary
with 824 Mbps just at chunk size of 2400 bytes. The curve of results of transfer rates
with computing CRC-16 values stays almost entirely under the curve of raw transfer of
packages. This was consistent over various sized test data with the difference being around
5% with higher than 2400 bytes chunk sizes. For small chunk sizes as 900 bytes the
difference can be as high as 37%. During our test runs we have not encountered any
package to fail the CRC-16 check. The reason for this was maybe the fact that the packages
had to travel a relatively few hops. For longer data transfer paths having more hops it is
potential to start having failing packages at CRC-16 checking.

Scheduling of packages
The first solution was to send packages continuously from the client to the server. The best
packet transmission success rate for tests was 92.6% in the 𝐽𝑎𝑣𝑎 based minimum viable
product. The reimplemented 𝐶++ pair of software decreased the packet transmission suc-
cess rate to 83.3% what is explained by the twofold increase in efficiency to stress both the
CPU and the network stack. By introducing a transfer rate cap at software side the packet
transmission success rate was increased over 90.0% again. The scheduling was based on
one second length bursts of packages. It means that after sending out enough number
of packages of a preset chunk size for the predetermined transfer rate, there was a pause
in sending until the next one second time slot. It gives network buffers an unnecessarily
heavy load at regular intervals. The next iteration was to fine tune the time interval to one
millisecond. Final solution was to use a nanosecond timer for scheduling. At each timer
event we check one second history of sent packages. If it is showing that the actual transfer
rate is under the desired target, the missing number of packages needed of the given chunk
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size to achieve the predetermined transfer rate is sent out. The predetermined transfer rate
is approximated accurately at very low margin this way.

Keywords: CRC checking, high-speed networking, high-performance computing, Internet,
parallel communication.
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This paper describes the usage of encryption in FMFT (Fast Manager of File Transfer)
program that is based on Xinan Liu’s Reliable File Transfer Protocol. The system consists
of a server and a client software pair utilizing UDP connection. The aim is to protect big
data transfers by utilizing encryption maintaining the high transfer rates. Relying on Xinan
Liu’s solution a 𝐽𝑎𝑣𝑎-based minimum viable product was developed and further enhanced
later, which was even more improved by rewriting it in C++. By adding a graphical user
interface to the client, it is more user friendly now. Furthermore, by using WebAssembly,
the program is available for many platforms now. After presenting the performance hit
of the usage of encryption on data packets, finally, it will be discussed that thanks to
multithreading, our application can utilize the CPU in a better way.

Introduction
We experienced at file transfers forth and back with a server hosted in the Gyires super-
computer’s data center, that even gigabit connections can slow down to a few megabit
range on a busy network in real-life use cases having even packet loss or damage [7]. This
paper will focus on the encryption of the transferred packets and the performance hit in-
troduced by the handling algorithm. Furthermore, the introduction of multithreading into
the software will be discussed too.

A User Datagram Protocol (UDP) based software handles big data transfers a way
better than Transmission Control Protocol (TCP) based solutions. There are UDP based
systems as UFTP and UFTPD software pair that mostly accomplish our needed features
[8], but they are not available in browsers, which is a basic requirement in our project.
Because of this, we decided to write an own implementation designed for WebAssembly
from scratch. Furthermore, the Stream Control Transmission Protocol (SCTP [4]) was
implemented in our server-client pair.

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was sup-
ported by the European Union, co-financed by the European Social Fund. This paper was supported by the
FIKP-20428-3/2018/FEKUTSTRAT project of the University of Debrecen, Hungary and by the QoS-HPC-IoT
Laboratory.

175

tornai.robert@inf.unideb.hu
imre.dalma99@gmail.com
zgal@unideb.hu


Developing environment
For the platform independent development the Qt 5.15.1 stable version was chosen. This
part of the work was carried out on a Ubuntu 18.04.5 LTS desktop workstation. The
performance of the TCP based FTP transfer and our SCTP and UDP based file transfer
implementations need more investigation [6].

For testing purposes we used a gigabit network. Similar to SABUL [3], the initial
approach in our software was to have a UDP data channel with a TCP control channel.
SABUL lived on as UDT until it was abandoned in 2013 [10]. Solutions based on UDP,
especially by adopting rate-based algorithms, give better performance than other alterna-
tives according to Cosimo Anglano et al. work [1]. Later this led us to the conclusion to
refine our software to use a UDP channel for the control messages also based on Xinan
Liu’s Reliable File Transfer Protocol [5].

Encryption
For encryption Datagram Transport Layer Security (DTLS) was taken into consideration
[2]. Due to its complexity, for the first attempt to secure the packages, Qt’s SimpleCrypt
sample program was used [9]. A 100 MB test file was used to carry out the measurements.
By encrypting the data packets, the transfer rate cross the 800 Mbps boundary with 811
Mbps just at chunk size of 1100 bytes. The curve of results of transfer rates with encryption
stays almost entirely under the curve of raw transfer of packages. Exception to this is
chunk size of 2200 bytes where encrypted transfer rate of 836 Mbps was better by 1 Mbps
over raw transfer rate of 835 Mbps. The difference is mostly under 1.5% at 900 bytes
chunk size or higher. For small chunk sizes as 600 bytes the difference can be as high as
almost 20%.

Multithreading
Multithreading was introduced into the client software first, because at long workload the
graphical user interface became unresponsible. Separating the GUI from the work thread,
the GUI elements as progress bar or buttons started to give appropriate feedback. This
could be achieved by using the signal-slot system of Qt. The next essential change was
to separate the connection setup from the data transfer. This was done for the server also.
Having a distinct thread for the data transfers was a huge boost especially for the server
program, because one thread has a practical physical limit for the number of the clients
to be served. Modern servers are massively multithreaded nowadays, thus the number of
served clients can be raised this way.

Keywords: encryption, high-speed networking, high-performance computing, Internet, par-
allel communication.
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Many models of two-way communication queueing systems have been studied in re-
cent years, they can be utilized in many fields of life like in [2], [6], [7]. Customers have
always been characterized by the phenomena of impatience due to the long wait for be-
ing served ([1], [3], [4], [5]). In this paper, we consider two-way communication systems
with a non-reliable server where primary customers may decide to leave the system after
spending a considerable amount of time in the system before getting its proper service.
The service unit can break down during its operation or in an idle state, too. Whenever
the server becomes idle it may generate requests towards the customers residing in an infi-
nite source. These requests the so-called secondary customers can enter the system after a
random time if the service unit is available and functional upon their arrivals. Otherwise,
they return to the source without coming into the system. Every primary customer has a
property of impatience meaning that an arbitrary request has the ability to quit the system
after some time while its demand remains unsatisfied. During server failure, every indi-
vidual may generate requests but these will be forwarded immediately towards the orbit.
The source, service, retrial, impatience, operation, and repair times are supposed to be
independent of each other.

The novelty of the present paper is to achieve a sensitivity analysis using various distribu-
tions of impatient time of customers on the performance measures like the mean response
time of a primary customer, the utilization of the service unit occupying just primary or
secondary customers, the probability of abandonment, etc. To compare the effect of the
different distributions on distinct metrics a stochastic simulation program is developed
based on SimPack. The obtained results demonstrate the importance of utilized distri-
bution under different parameter settings represented by numerous figures and highlight
some interesting specialties of these types of systems.

Keywords: queueing, impatience, two-way communication system, finite-source, aban-
donment, stochastic simulation, sensitivity analysis

*The research work of Ádám Tóth, János Sztrik was supported by the construction EFOP-3.6.3-VEKOP-
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In this paper, we introduce a solution for error detection and analysis of P4 programs.
Our solution does not only contain error cases but suspicious ones, which can cause er-
rors. These can be caused by the usage of invalid headers or uninitialized fields, incorrect
reading or writing of metadata, or improper usage of the drop flag. The analysis of the pro-
gram is based only on the P4 source and separates the handling of the ingress and egress
pipeline. A prototype of the error detector and analyzer is created with which we checked
the possible error cases in many P4 programs, and monitor the different way for packet
processing, which results will be shown in this paper.

P4 [1, 3] is a domain-specific programming language to develop the processing of
network packets in network devices. In the code, we can define what kind of header infor-
mation we would like to handle. The programs have three main parts: parser , modifier
and deparser . The parser defines the way how the program gets the header information
from the input packet, the modifier describes how it changes the header information, and
after the modification, the deparser contains that how it creates the new output packet
from the new header information.

P4 creates a more flexible way to develop network devices, although this makes it
easier to develop inconsistent and incorrect programs. Therefore, different approaches
have already been created to verify and analyze P4 programs. There are some tools – for
example P4V [5] and Assert-P4 [4] – which expect annotated programs to check the given
properties. With these solutions, the developers can get more specific analysis but need to
do more work to learn the language of the annotations and how to create them. We would
like to give a solution, which only uses the simple source of the program for the checking.
There are similar approaches for this too - for example, Vera [6] - where they use symbolic
execution. A new area in our result is to check the correctness of the programs based on
the PSA, which is a new approach with static analysis.

The base of this research was written in our previous publication [7], where we showed
the theoretical part of the idea to detect specific errors in P4 programs. In this paper,
we supplement this idea with new case analysis, detection, and the practical part, as a
prototype of the analyzer tool.

The checking is based only on the P4 source from which the specification of the pro-
gram is created: it gets the precondition from the parser , the post-condition from the
deparser , and the description of the functional part of the program from the modifier .
The method checks if the execution of the program, starting from any initial state (where
the precondition is true), will reach one of the final states (where the post-condition is

*This work has been supported by the European Union, co-financed by the European Social Fund (EFOP-
3.6.3-VEKOP-16-2017-00002)
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Figure 1: Packet processing paths [2]

true). During the checking, it stores the validity of the used header information and checks
the correct usage of them in all possible execution paths.

Besides the validity checking, the solution was extended to handle the ingress and
egress pipeline separately. In Figure 1 we can see the different paths of the packet process-
ing. If we only see the most simple path, then first the ingress pipeline gets the input packet
and processes it, and based on this result, the egress pipeline continues the processing.

Although, the path of packet processing can be more complicated. It depends on the
definition of the target architecture. We work with the latest, official one, the Portable
Switch Architecture (PSA) [2]. As it can be seen in Figure 1, there are three ways for the
more complex paths: the resubmit , in which after the ingress deparser, the packet goes
back to the ingress parser; the CE2E , when a clone of the packet goes through the egress
again; and the recirculate, in which after the execution of the egress deparser, it continues
with the beginning, i.e. ingress parser.

The way, how the packet goes, is defined by the specification of the PSA. We can check
if the P4 program is correct for the PSA by simulating all of the possible packet paths to
give further information for the developer about the execution. During this calculation, we
can extend our solution to work with the metadata too, besides the header information.

In both of the ingress and egress pipelines, there are limitations of the usage of certain
metadata – among others in standard_metadata , there is a field egress_spec, which can
be written only in the ingress pipeline, and ingress_port is only readable. The improper
usage of these types of data can be easily checked and reported to the developer.

The drop of the packet can be controlled too. Possible drop paths and suspicious drop
usages – for example drop the packet twice in a path or undo the drop of the packet – can
be reported.

Our goal is to create a tool for P4 developers to make their work easier by giving a
report about their P4 code. These reports contain error and warning detection while giving
some useful results of the analysis, and all of it calculated only from the P4 code.
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One of the fundamental tools of the study of speech production is the analysis of
dynamic records of human speakers, made by ultrasound (US) [2] and magnetic reso-
nance imaging (MRI) [5] techniques. Investigating and processing these two-dimensional
records created in the so-called sagittal plane resulting in a side view of the human body,
relevant qualitative and quantitative information can be gained about the main features
of articulation. Qualitative statements mainly refer to the relative position of the tongue
and palate in the case of different speech sounds and sound transitions, while quantitative
descriptions focus on the recognition and connection of the geometric parameters which
have high importance in the understanding of the relationships between the acoustic and
articulatory characteristics of speech. Quantitative analyses can be performed in several
ways with a wide variety [1, 3, 4]. The starting points of the investigations of our present
study are tongue contours fitted to the frames of US [7] and MRI [6] records by automatic
algorithms. The used US and MRI sources differ from each other in many details, such
as the gender and nationality of the speakers, the geometry, resolution, and scale of the
images, and the visually evaluable anatomic segments of the vocal tract. The aim of our
research work is to match the US and MRI sources by elaborating and applying the proper
geometric transformations between the US and MRI tongue contours in a biunique way.

When writing the exact mathematical form of the transformation, we relied on the
special geometry of the available US records. Namely, the imaging US head scans such
a radial region of the oral cavity which is seen at an angle of 90∘ measured from a fixed
centre𝐶. Consequently, it is obvious to treat the US images and the points of the belonging
tongue contours in such a polar coordinate system of 𝐶 origin where the position of each
pixel is given by radius 𝑟 measured from point 𝐶 and the signed angle 𝜙 measured from
the central vertical axis of the image unambiguously. The aim of the transformation is
to embed the radial geometry of the US frames to the rectangular geometry of the MRI
records described by the two-dimensional Cartesian coordinates so that the US and MRI
tongue contours assigned to the same sound should overlap with each other as much as
possible. The transformation of the US tongue contours can include three basic operations:
the scaling of the radial range, the scaling of the angular range, and the rotation of the

*We would like to thank the Lingual Articulation Research Group (Hungarian Academy of Sciences), for
providing the recordings with the SonoSpeech system.
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angular range. The three operations can be realised mathematically by the formulas

𝑟′ = 𝑟 ·𝑅, 𝜙′ = 𝐹𝐼 · 𝜙, 𝜙′
0 = 𝜙0 + 𝐹𝐼0, (1)

where the scale factors 𝑅 and 𝐹𝐼 allow the normalisation of the radial and angular range,
and the term 𝐹𝐼0 performs the translation of the initial angle of the angular range. Thus,
the relationships (1) fit the US tongue contour to the corresponding MRI frame. Apply-
ing the inverse of the transformations (1), however, also the reverse conversion can be
executed, i.e., by dint of the inverse operations

𝑟 =
𝑟′

𝑅
, 𝜙 =

𝜙′

𝐹𝐼
, 𝜙0 = 𝜙′

0 − 𝐹𝐼0, (2)

the MRI tongue contour can be projected onto the corresponding US frame. The parameter
set {𝑅,𝐹𝐼, 𝐹𝐼0} of the transformations performed in the directions US-MRI and MRI-
US must necessarily be the same since, thereby, the maintaining of the relative scale ratio
of the US and MRI environment can be ensured independently of the direction of the
conversion. During the investigations, we fixed the value of factor 𝐹𝐼 by 𝐹𝐼 = 1, which
means that the transformation is conformal.

Figure 1: The results of the optimisation in the case of sound k by pre-
senting the US (green) and MRI (red) tongue contours simultaneously. The

contour of the palate is indicated by the yellow curve in the MRI frame.

The transformations (1) and (2) become valid by the numerical determination of pa-
rameters 𝑅 and 𝐹𝐼0, to which the optimisation of the values of the parameters offers a
possible way. During the optimisation procedure, using an algorithm elaborated by us,
we find the parameter set, in the case of that the distance between the transformed US
tongue contour and the MRI tongue contour serving as a reference curve is minimal. To
the successful transformation, however, not only the exact values of parameters 𝑅 and
𝐹𝐼0 are needed but also centre 𝐶 ′ designated in the MRI frame must be known, which is
the transform of centre 𝐶 of the US record. Beyond these, during the construction of the
optimisation algorithm, the peak of the epiglottis 𝐺 can serve as a good reference point.
Therefore, we created the optimisation algorithm via such mathematical formulas which
enable the simultaneous optimisation of parameters {𝑅,𝐹𝐼0, 𝐶 ′, 𝐺}. We fulfilled the op-
timisation of the parameters {𝑅,𝐹𝐼0, 𝐶 ′, 𝐺} for two speech sounds, which were k and
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t, but for the verification, we also checked the projection of the tongue contours of other
sounds. The optimisation of the tongue contours is exemplified by Figure 1.
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Problem statement
In today’s most popular personal computers, which are based on the von Neumann archi-
tecture, true parallelism is not yet implemented. Despite modern processors having multi-
ple cores, the concept of per-core task execution points beyond the complexity of current
personal computer architectures. The basic advantage of multicore processors is that they
are capable of running multiple threads in parallel at the same time. With multiple cores
built into a single processor, the overall performance is multiplied, thanks to calculations
running parallel to each other. However, processors that are capable of processing parallel
instructions are called superscalar processors.

Typically, the real world can be characterized by data traffic that consists of unprocess-
ably many, parallel signals. This is further complicated by the fact that everything around
us is analog. However, traditional computer processing works with quantized numbers,
which are digitized with a high degree of loss, and move in a discrete range of values.

However, the nervous system is typically an analog, massively parallel neuron system
[4]. While neural networks are software emulated parallel systems on a oneflow, von
Neumann architecture machine, the goal of networks is to achieve true, full, hardware
architecture based parallel task execution. Neural networks already provide some amazing
results, for example with learning algorithms or different levels of artificial intelligence.
Therefore, we can expect even more exciting results from neuron networks, which are
much closer to the structure of the natural nervous system.

Levels of parallelism
With the system that we developed, we would like to model Smart City dataflow [6], [1],
the propagation of information and the city traffic as well. Due to its universal structure,
any other field can be modelled with it, with the change of the processor’s program. For
example, an obvious use case would be neuro-informational application, due to the simi-
larities with the nervous system. In this case we would connect the system with a living
nervous system and implement two-way communication. In our current research, 216 high
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performance processors are available, which makes it possible to build a 6 x 6 x 6 sized,
massively parallel neuron system cube. Taking use of modern technological opportunities,
nodes are represented by complete microcontrollers. This way, each node in the neuron
network contains a combined processor, memory, and I/O unit.

Analogue implementation
Our system under construction is capable of performing tasks of any complexity due to
intelligent nodes. The program uploaded to the nodes is suitable for controlling the data
flow, which is realized by the connections of the I / O PINs of the node microcontrollers.
Because the nodes are separate processing units, it is possible to implement analog data
traffic in addition to or instead of digital.

Analog stream processing adds new possibilities to the system. Because signals from
the natural environment are typically analog, the architecture of our neural network system
is also closer to the nature of the data to be processed. If we analyze Smart City problems,
a number of analog signals need to be processed. Analog communication is typically
represented by voltage levels in similar systems.

Software levels
Node microcontrollers require multi-level program execution [3]. The most basic program
is the bootloader, which is responsible for uploading and running the running main pro-
gram. We can upload our own main program to the nodes running below this. However,
the running main program is an interpreter that will process the data stream. The stream
contains special control information that gives instructions on how to process the stream
[5]. This allows for extremely complex processing and wide applicability.

We need to use so-called cascade programming because we can’t upload program one
by one. The point is that the first processor receives the new master program, and then
the modified bootloader passes the master program to the next program via an I / O PIN.
This, programming takes place automatically in a cascade system. Each node has its own
ID. This allows the main program to adapt to the physical location of the node. This,
the interpreter program processing the data stream can be developed at any time after the
neural network has been assembled. The scripting language that controls the interpreter
can also be developed and expanded.

The main program then becomes capable of receiving and sending data streams to
neighboring nodes via dedicated I / O PINs. The instructions placed in the data stream are
interpreted and executed by the main program as an interpreter.

Summary
A stream-driven, massively parallel neural network with such a structure, with both ana-
log and digital features, with such a large number of intelligent processors, running an
intelligent interpreter, is unique in the scientific world. It is completed with serious and
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very thoughtful planning. However, its presentation and expected results may be of great
interest to the scientific world. Its universal analog-to-digital architecture and data stream
interpreter control open up exciting modeling opportunities in Smart City modeling [2].

Keywords: smartcity, neuron-network, parallel system, multiprocessoral
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The rapid emergence of the digital technologies and the World Wide Web gave rise to
e-learning systems built on top of these foundations. Although such systems already made
a huge impact on education, their importance is further amplified by the social distancing
measures induced by the COVID-19 pandemic. This widespread deployment, however,
presents both existing and new challenges in even greater scale. Security-wise, the most
challenging building block of an e-learning system is the e-exam management. In compa-
ration with other parts of an e-learning system, such as educational material management,
that mostly rely on authorization and data encryption, the examination and assessment
process require authenticity, anonymity, and even accountability. Here, anonymity is a
crucial aspect of the system as it ensures unbiased grading. This is an obligatory require-
ment, since in many cases, assessment results have a great influence of examinees’ lives.
For example, train drivers, Chinese officials, etc. are required to perform exams regularly,
which if they fail, may result in losing their job.

The work of Huszti and Pethő [2] satisfies many important security requirements and
the core idea of the construction is excellent, although contains some defects. The main
defect is that the teachers, whose responsibility is to check the tests and give a grade for
the students, are not accountable for their actions. As a result of the strong anonymity
guarantees in the system, their identity cannot be found out unless revealed by themselves.
This property could lead to fraudulent behavior from the teachers-side, without any con-
sequence.

A particular advantage of this system is the reusable anonymous return channel, which
is built on the protocol of Golle and Jakobsson [1]. This protocol consists of three parties:
a message sender, a mixnet, delivering the message, and a message receiver. The system
proposed by Huszti and Pethő uses this protocol to make anonymous conversation between
students and teachers possible.

Our protocol follows the idea of the Huszti-Pethő system but is based on Identity-based
Cryptography (IBC), which is a branch of public-key cryptography. The original concept
behind IBC was coined by Adi Shamir [3]. The uniqueness of IBC lies in the fact that the

*This research was partially supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The
project was supported by the European Union, co-financed by the European Social Fund, and was partially sup-
ported by the 2018-1.2.1-NKP-2018-00004 Security Enhancing Technologies for the Internet of Things project.
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public key is a string that identifies an entity in a particular domain. One may think about
an email address, a username, or a phone number.

The importance of this kind of public key is in direct connection with the core idea
of the IBC, which was to simplify the certificate management and eliminate the need for
certification authorities. In the public key infrastructure scenario, public keys and user
identities are bound together with certificates. With IBC, however, there is no need for
such certificates since the public key corresponds directly to the user identity.

Another feature of IBC is that the public key may contain more information than just
the identity of the user, for example, dates, coordinates and so on. This extension of the
public key with domain-specific data enables a wide spectrum of advanced use cases.

We think that IBC fits naturally into the system proposed by Huszti and Pethő because
the data embedded into the public keys could result in a faster authentication process. Fur-
thermore, the architecture of IBC is well-aligned with the anonymity requirements of an
e-exam system. As the private key pairs of the public keys are generated by a trusted
third party, called public key generator (PKG), this entity seems to be an obvious candi-
date to assume the role of exam authority (EA), which issues pseudonyms for the eligible
participants and manages the whole exam process.

The EA is the only participant, who knows the real identities of actors. Teachers
and students create pseudonyms with unrestricted warranty. Finishing the exam students
are interested to uncover their identity because they want to get their grades. Teachers,
however, have no interest in revealing themselves. If students protest against the teacher’s
opinion and grade the exam authority has to prove and decide. If a teacher committed
fraudulent behavior, then he/she has to get a penalty. This is only possible after recovering
the real identity from the pseudonym. In the IBC scenario, this is an easy task for the PKG
who is at the same time the exam authority.

Another benefit of IBC is the absence of certificates, which reduces the friction of
communication between the parties as the public key certificates of mix servers do not
have to be distributed among users.

We show that our protocol satisfies the same properties as the Huszti-Pethő protocol
did, moreover it can recover teachers’ real identities from their pseudonyms.
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Software benchmarking is the practice of estimating the relative performance of a soft-
ware by running several tests against it. Performance has always been critical in comput-
ing, and benchmarking provides a way to compare, or keep track of performance. At first,
it was the processors to be benchmarked by code. There are two widespread approaches for
processor benchmarking: Whetstone and Dhrystone, the former is for floating-point oper-
ations (FLOPS), the latter is for integer arithmetic operations (MIPS)[5]. Processor bench-
marking laid a foundation for benchmarking in software engineering: assessing the perfor-
mance of critical business functionality. There is a type of benchmarking, which targets the
critical aspects of the software at the code level, running the benchmarks against functions
like unit tests. This approach, called microbenchmarking, provides an easy and fast way to
measure and compare the performance of different implementations or code optimizations.

The best-known market standard benchmarking tool is Google Benchmark [1], which
is a microbenchmarking library written in C++. It is capable of handling and defining cus-
tom timers and counters, benchmarking multithreaded code, and even calculating asymp-
totic complexity. Despite its heavy use of C++ templates and a large array of features,
Google Benchmark maintains a moderate learning curve, making it approachable even
for beginners. While these characteristics make the library attractive, having access to
such features comes with a trade-off. It is heavy in terms of dependencies, therefore
not easy to apply to any project, and since it requires C++11 to be built, it is hard for
pure C developers to use. It is not platform-independent and uses dynamic memory al-
location, which makes it impossible to be used in an embedded environment. We are
not the first to notice these inconveniences, as there are benchmark libraries that were
created specifically to satisfy some of the previously mentioned. Two of those are, for
example, Picobench [2], which is for C++ only, and Ubench [3], which is capable of
benchmarking code built with any mainstream C compiler (GCC, MSVC, Clang). How-
ever, they are still not platform-independent, nor deployable in an embedded environment.

Our goal was to design a library targeting the widest possible spectrum of platforms,
ranging from embedded to desktop, with support for various operating systems and even
WebAssembly [4]. The library we created, Sokutei, was designed with the greatest com-
mon denominator of these platforms in mind. In order to achieve support for a greater
variety of platforms, we had to give up some capabilities, or in some cases, implement
them in the library to use them. Although C compilers are available for virtually every
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platform, the standard libraries may not be available everywhere, so we can not depend
on them. Also, as many platforms like WebAssembly and microcontrollers do not have
platform-level support for dynamic memory allocation, we had to resort to static mem-
ory allocation altogether. These sacrifices made for platform independence, however, do
not limit our library’s capabilities of making and handling custom counters and timers.
In favor of the platform-independency goal, we had to implement key functionalities like
string copying and comparing in a naive design, which, by default, cannot be optimized
by the compiler. To get the greatest possible support, we made these functions default,
but optional, and easy to replace. Input and output handling is also a platform-dependent
functionality, and in our case, it is responsible for exporting benchmark results and possi-
ble error messages, therefore it was a crucial factor to make it customizable. The library
can generate reports in JSON and CSV formats. We provide default settings for the most
popular platforms, but every platform-dependent functionality was made pluggable, so
they are easily modifiable to meet the requirements of other platforms.

Keywords: benchmark, platform-independence, performance, webassembly, embedded de-
vices
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Abstract
Over the last 10 years, there has been a growing recognition that research data are of sig-
nificant value. The importance of transparency, reuse, and verifiability of research data
is often emphasised. Many funders encourage or demand researchers to critically plan
their Research Data Management (RDM) at the start of a project, and to retain and pos-
sibly publish datasets once the research has been completed (e.g., European Commission,
Welcome Trust, National Science Fund). Publishers, too, are showing awareness of the
value of data, asking or sometimes requiring authors to share the datasets underlying their
publications (e.g., PLOS, 2017). Researchers also recognise the value of RDM, since it
brings benefits of various kinds, such as efficiency of research, more societal impact, and
increased chances of getting funding.

“The Open Data Directive” or “the Directive” of the European Commission takes pos-
itive steps to enhance the way that publicly funded research data is made available, ac-
cessed, shared and re-used [8]. Member States are required to develop national policies
for open access to research data resulting from public funding, following the principle of
‘open by default’. Furthermore, new harmonised rules on re-usability are applied to all
publicly funded research data which is already made accessible via open repositories. Ac-
cess to research data follows the principle of “as open as possible, as closed as necessary”,
according to the FAIR principles : Findable: data and supplementary materials have suf-
ficiently rich metadata and a unique and persistent identifier; Accessible: metadata and
data are understandable to humans and machines and deposited in a trusted repository; In-
teroperable: metadata use a formal, accessible, shared, and broadly applicable language
for knowledge representation; Reusable: data and collections have a clear usage licenses
and provide accurate information on provenance, accessible, interoperable, reusable). The
realisation of FAIR data relies on, at minimum, the following essential components: poli-
cies, Data Management Plans, identifiers, standards and repositories. Registries need to
catalogue each component of the ecosystem, and the automated workflows between them.
The presentation will briefly discuss all elements, highlighting the most important features
and presenting a model for FAIR Digital Objects. To ensure that institutions meet the
above-discussed requirements, and that their research data assets are safely guarded and
fully exploited, more and more universities are implementing research data management
policies. While data policies have been most prolific in the UK and Australia [6], they
have been also established at North American and European universities, respectively [2,
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7]. Where policies are not yet in place, they are often planned, or already in the process of
being established. Overviews of implemented data policies are provided and maintained
by the Digital Curation Centre (DCC) for the UK [4], the Australian National Data Service
(ANDS) for Australia, and the National Coordination Point Research Data Management
(LCRDM) for the Netherlands (LCRDM, 2017). Research Data Management (RDM) in-
volves services, tools and infrastructure that support the management of research data
across the lifecycle [1, 3, 5]. The paper will examine the various aspects of RDM, how
they are often distributed across different support services and academic departments (e.g.
Research Office, IT Services, Library). Case studies demonstrate that researchers need
support in numerous areas across the entire research lifecycle: planning, organizing, secu-
rity, documenting and sharing, preparing datasets for deposit and long-term preservation,
as well as issues related to copyright, licensing, and intellectual property more generally.

The paper also looks at the four elements of Research data Infrastructure (research data
itself, data management, data management tools and technical components staffing), and
presents some relevant examples.

Keywords: open research data, data management

References
[1] K. G. AKERS: Going beyond data management planning: Comprehensive research data services, College

and Research Libraries News 8.75 (2014), pp. 435–436,
URL: http://crln.acrl.org/content/75/8/435.full.pdf+html.

[2] K. BRINEY, A. GOBEN, L. ZILINSKI: Do you have an institutional data policy? A review of the current
landscape of library data services and institutional data policies, Journal of Librarianship and Scholarly
Communication 3 (2015), pp. 1–25,
DOI: https://doi.org/10.7710/2162-3309.1232.

[3] R. HIGMAN, S. PINFIELD: Research data management and openness: The role of data sharing in devel-
oping institutional policies and practices, Program 4.49 (2015), pp. 364–381,
DOI: https://doi.org/10.1108/PROG-01-2015-0005.

[4] L. HORTON, DCC: Overview of UK institution RDM policies, 2016,
URL: http://www.dcc.ac.uk/resources/policy- and- legal/institutional-
data-policies.

[5] S. JONES, G. PRYOR, A. WHYTE: ‘How to Develop Research Data Management Services - a guide for
HEIs’. DCC How-to Guides, Edinburgh: Digital Curation Centre, 2013,
URL: http://www.dcc.ac.uk/resources/how-guides.

[6] K. SHEARER: Comprehensive brief on research data management policies, 2015,
URL: https://portagenetwork.ca/wp-content/uploads/2016/03/%20Comprehensive-
Brief-on-Research-Data-Management-Policies-2015.pdf.

[7] C. TENOPIR, S. TALJA, W. HORSTMANN, E. LATE, D. HUGHES, D. POLLOCK, S. ALLARD: Research
data services in European academic research libraries, LIBER Quarterly 1.27 (2017), pp. 23–44,
DOI: https://doi.org/10.18352/lq.10180.

[8] M. D. WILKINSON, M. DUMONTIER, I. J. AALBERSBERG, G. APPLETON: The FAIR Guiding Principles
for scientific data management and stewardship, Scientific Data 3.160018 (2016),
DOI: https://doi.org/10.1038/sdata.2016.18.

194

http://crln.acrl.org/content/75/8/435.full.pdf+html
https://doi.org/10.7710/2162-3309.1232
https://doi.org/10.1108/PROG-01-2015-0005
http://www.dcc.ac.uk/resources/policy-and-legal/institutional-data-policies
http://www.dcc.ac.uk/resources/policy-and-legal/institutional-data-policies
http://www.dcc.ac.uk/resources/how-guides
https://portagenetwork.ca/wp-content/uploads/2016/03/%20Comprehensive-Brief-on-Research-Data-Management-Policies-2015.pdf
https://portagenetwork.ca/wp-content/uploads/2016/03/%20Comprehensive-Brief-on-Research-Data-Management-Policies-2015.pdf
https://doi.org/10.18352/lq.10180
https://doi.org/10.1038/sdata.2016.18


Comparison of EEG data processing using
feedforward and convolutional neural network

Yu Xiea, Stefan Onigab

aIT Systems and Networks Faculty of Informatics University of Debrecen
yu.xie@inf.unideb.hu

bFaculty of Informatics University of Debrecen, Techical University of Cluj-Napoca, North
University Centre of Baia Mare

oniga.istvan@inf.unideb.hu

Brain-Computer Interface (BCI) is a communication control system established be-
tween the brain and external devices (computers or other electronic devices) through sig-
nals generated during brain activity [2]. The aim of BCI is to create a communication
link between human brain and computer. It provides a way to transform brainwaves into
physical effects without using muscles [3]. In the decades since the birth of BCI technol-
ogy, the research on electroencephalogram (EEG) signal classification methods has always
been the driving force for the continuous development of BCI technology. EEG is a non-
invasive acquisition method in the BCI system [1]. It detects weak EEG signals by placing
electrodes on the scalp and records changes in electrical signals during brain nerve activ-
ity. However, since EEG will be greatly weakened when it travels from the cerebral cortex
to the scalp, the signal-to-noise ratio of the extracted signal is extremely low, which in-
creases the difficulty of subsequent feature extraction and classification. It is difficult for
traditional classification methods to find well distinguished and representative features to
design a classification model with excellent performance. In recent years, however, the
deep learning methods such as layer-by-layer automatic learning of data features, step-by-
step abstraction, and good generalization capabilities have made itself a great success in
the field of image and speech.

This study created a convolution neural network that can recognize and automatically
extract the features of EEG signals and compare the accuracy of traditional methods of fea-
ture extraction and classification. We used PhysioNet EEG data for this project, which are
composed of over 1500 one- and two-minute EEG recordings, received from 109 subjects.
The goal of our work is to explore Fast Fourier Transform (FFT) signal analysis tech-
niques for distinction between two states, eyes open (EO) and eyes closed (EC), through
the detection of EEG activity obtained from eight scalp channels.

Our results demonstrated that the determination of the activity from the EEG signal
is possible with high classification accuracy. We obtained a 96% recognition rate using
MLP and 91% using CNN. Our result showed a higher accuracy rate and shorter training
time of using MLP instead of CNN for this purpose. Compared with MLP, however, CNN
combines signal preprocessing, feature extraction and classification. It avoids the blind-
ness and cumbersomeness of EEG signal processing, and it also has a good accuracy rate.
It is necessary to design a classification model with strong robustness and high accuracy
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for EEG signals.
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In our research, we have created a text summarization software tool for Hungarian
using multilingual and Hungarian BERT-based models. Two types of text summarization
method exists: abstractive and extractive. The abstractive summarization is more like
human generated summarization. Target summaries may include phrases that the original
text does not necessarily contain. This method generates the summarized text by applying
keywords that were extracted from the original text. The extractive method summarizes
the text using the most important extracted phrases or sentences from the original text.

We have built extractive and abstractive summarization models for Hungarian. We
have carried out experiments to compare the different kinds of BERT-based models. Our
experiments were conducted using the following models:

• BERT Base Multilingual Cased (multi-BERT)

• huBERT [5] Base: Wiki (huBERT wiki) and Web (huBERT web)

• Hungarian ELECTRA Base: Wiki (ELECTRA wiki) and Large (ELECTRA large)

The ’BERT Base Multilingual Cased’model [2] was pretrained in 104 languages with the
biggest the largest Wikipedia. The system was pretrained using two tasks i.e. Masked
language modeling (MLM) and Next sentence prediction (NSP).

The huBERT system is a Hungarian BERT model trained on Webcorpus 2.0 [5] and a
snapshot of the Hungarian Wikipedia. There are two different kinds of huBERT model:
huBERT cased, and huBERT lowercased. All models outperform the multilingual BERT
model in masked LM, NER and NP chunking tasks and the full huBERT outperforms the
Wikipedia models by 0.5%.

ELECTRA [1] is a new method for self-supervised language representation learning.
It can be used to pre-train transformer networks using relatively little compute. ELECTRA
models are trained to distinguish "real" input tokens vs "fake" input tokens generated by
another neural network, similar to the discriminator of a GAN. At small scale, ELECTRA
achieves strong results even when trained on a single GPU.

We have trained two ELECTRA models for Hungarian: ELECTRA wiki and ELEC-
TRA large.
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• ELECTRA wiki: Hungarian wikipedia: 13,098,809 segments; 131,976,236 tokens

• ELECTRA large: Hungarian large (include wikipedia): 283,099,534 segments;
3,993,873,992 tokens

For creating summarization corpora for fine-tunning, we used the articles taken from
the online weekly magazine hvg.hu, as well as the related leads. The main characteristics
of the hvg corpus are as follows:

• Online article database (daily newspaper): 2012-2020;

• 480,660 articles; 129,833,741 tokens; 5.133.030 type

• The articles cover the following topics: economy, politics, science, sports, culture,
psychology, blog

• Training corpus: 472,660 articles; Test corpus: 3,000 articles; Validation corpus:
5,000 articles

• Source text (articles) average paragraph length: 246,27 words; 12.43 sentences

• Target text (lead) average paragraph length: 23,74 words; 1.46 sentences

For building extractive and abstractive models, we used the PreSumm [4] tool. Ta-
ble 1 and 2, we can see the ROUGE [3] recall results of our abstractive and extractive
experiments.

ROUGE-1 ROUGE-2 ROUGE-L
multi-BERT 47.02 19.72 39.29
huBERT wiki 49.49 21.62 41.46
huBERT web 51.47 23.27 43.82

Table 1: ROUGE recall results of abstractive summarization

ROUGE-1 ROUGE-2 ROUGE-L
multi-BERT 48.58 20.12 39.42
huBERT wiki 48.63 20.32 39.44
huBERT web 48.82 20.34 39.54
ELECTRA wiki 48.83 20.37 39.53
ELECTRA large 48.84 20.38 39.61

Table 2: ROUGE recall results of extractive summarization

In the case of abstract summarization (see Table 1), the integration of Hungarian mod-
els could gain higher performance than the multilingual model. In the case of extractive
summarization (see Table 2), all Hungarian models have achived higher performance than
the multi-BERT and our ELECTRA models, which were trained with less computational
demand, could achieve the best results for Hungarian.
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In conclusion, we have created an automatic text summarization tool for the Hungarian
language. This is the first automatic abstractive and extractive text summarization tool for
Hungarian that is based on neural network technology.

Keywords: text summarization, extractive summarization, abstractive summarization, BERT,
ELECTRA
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Reconfigurability has made it possible, among other benefits, to replace traditional dis-
crete components with chips, whose internal components can be programmed in this case
FPAAs (Field Programmable Analog Arrays). This paper presents a design and imple-
mentation of FPAA of the analog front end dedicated to a new ADC architecture called "N
bit per Volt". After validation of the algorithm in simulation, the experimentation results
show that the obtained reconfigurable circuit can replace the traditional discrete compo-
nents based circuits.

Introduction and Background
Alongside the development of the semiconductor technologies, manufacturers developed
approaches to refresh their products with extra highlights on existing hardware. Pro-
grammable equipment whose sub-framework designs can be changed even after manufac-
ture, falls under the classification of Reconfigurable System [6][3]. Field-programmable
analog array (FPAA) is coordinated circuits with an assortment of simple structure blocks
associated through a wire and change texture to accomplish reconfigurability like the FP-
GAs of the advanced space [1]. In [4] is discussed an application of combining FPGA and
FPAA reconfiguration capabilities for IEEE 1451.5 for compliant smart sensor applica-
tions. In [5], the authors discussed the Compact Intelligent Bioelectric Signals Acquisition
System with an Adaptive fronted interface Implemented Using FPGA and FPAA. Classi-
cal voltage dividers were often used for interfacing analog sensors with ADCs having low
input ranges. For instance the 7-series Xilinx devices cannot handle voltages exceeding 1
𝑉𝑝−𝑝. This article addresses this issue by proposing a new ADC architecture.

*This research was supported by the European Union and the Hungarian State, co-financed by the European
Regional Development Fund in the framework of the GINOP-2.3.4-15-2016-00004 project, aimed to promote
the cooperation between the higher education and the industry.
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Implementation and results
This paper presents an implementation and experimentation of the front end of a new ADC
(presented in [2]) named N bit per Volt ADC exploiting FPAA and FPGA hybridization.
Figure 1 illustrates the circuit design implemented using Anadigm Software. The working
principle is as follows: The FPAA1 computes the voltage range of the input, then passes
the information to the FPGA in 3 bits. The FPAA2 shifts the input voltage into three
different values and passes all of them to the FPGA as well. The circuit mainly contains
three comparators, they compare the input to respectively 3 V, 2 V and 1 V. Mainly, FPAA2
contains three subtractors, each one shifts down the signal by a specific voltage. For better
accuracy, an additional gain stage was needed before the subtractors. Figure 2 shows
the results of the first configuration, while the yellow, green, blue and magenta traces
correspond to the input, the output of the comparator 1, 2, and 3 respectively.

Figure 1: Circuit of the reconfigurable analog front end implemented on
FPAA

Figure 2: Input and outputs of the FPAAs after configuration (FPAA1 on
the left and FPAA2 on the right)

Conclusion. Parameterization of FPAAs is not a straightforward matter since their be-
havior is not as deterministic as expected from simulation, a calibration phase is required.
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Initially, the whole reconfigurable analog part of the design was performed in a single
FPAA chip, but a single net caused overconsumption of the resources. The next step will
be to optimize the design in order to fit the configuration in a single FPAA chip. In the
close future, the FPAA will be connected to the previously configured FPGA in order to
test the whole ADC.

Keywords: ADC, FPAA, FPGA
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Introduction
In our earlier studies we developed high performance desktop VR applications for archi-
tecture and tourism. Later we explored the potential of the mobile VR platform, tested our
applications on it, and established guidelines for development of such high performance
portable Virtual Reality experiences.

We intended to augment this field of VR technology with eye tracking and try to solve
the main issues of the platform. Previous methods only worked in very specific scenarios
and conditions, with very specific hardware. We wanted to come up with an easily gener-
alizable eye tracking solution for mobile VR. Although we could not realize our final goal,
our research and development shed light on important limitations and pitfalls of this field.

In this paper we also present our findings regarding the future of mobile VR platform,
current sales and popularity trends, and the impact of mobile VR on Virtual Reality as a
medium.

Introduction to mobile VR
Mobile VR is an excellent way to deliver virtual reality experiences to a wide range of
users. Nowadays even a midrange smartphone can handle a mobile VR application, and a
basic mobile VR headset like the Google Cardboard viewer does not cost more than a few
dollars.

Despite these advantages, the development of high-fidelity mobile VR applications
that give a great, comfortable experience is a very difficult task. In one of our previous
papers “Challenges of developing mobile versions for high performance desktop VR ap-
plications” [4] we discuss the challenges of mobile virtual reality development in detail.

*This work was supported by the construction EFOP-3.6.3-VEKOP-16-2017-00002. The project was co-
financed by the Hungarian Government and the European Social Fund.
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Examination of the main problems of mobile VR
Mobile VR experiences are not that polished and stable, and with some users this can
induce motion sickness [3] while using them.

The severity of motion sickness in mobile VR originates from three main technical
factors: insufficient performance, absence of intuitive input device and inferior depth of
immersion.

Considering the factors above, mobile VR gives lower fidelity compared to more pre-
mium standalone or desktop VR headsets.

Eye tracking as a potential solution
After further examination we found that well implemented eye tracking could solve al-
most all of the previously mentioned problems, mitigate motion sickness, and increase the
quality and immersion of the users’ experience in Virtual Reality.

In this paper we investigate the possibilities of eye tracking for mobile VR and how it
can solve the three main problems.

Why widely applicable, generalized eye tracking is currently
not feasible for mobile VR
Theoretically eye tracking would be a very good augmentation for mobile VR, but along
the development of our generalized and more widely applicable solution we discovered
many factors that prevent this approach from achieving acceptable stability and consis-
tency for everyday use.

Previous solutions exist, but they require very specific phone-headset combinations
[1], and in some cases modification of the headset [2]. These solutions only work in best
case scenarios, they exhibit many usability problems, and have significant limitations.

In the full paper we explain the difficulties that make the implementation of more
generalized eye tracking solutions almost impossible.

Mobile VR market trends
At the end of our paper we write about the future of mobile VR as a platform. We ana-
lyze current sales and popularity trends, and describe the impact of mobile VR on Virtual
Reality as a medium.

Keywords: Virtual Reality; Mobile VR; Eye tracking
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The Internet of Things (or IoT for short) consists in billions of embedded devices con-
nected to the Internet. This new phenomenon is the basis for today’s smart applications
in the domains of manufacturing (Industry 4.0), transportation (Cooperative Intelligent
Transportation Systems), and healthcare (personalized e-Health), as well as in everyday
life (smart cities, smart homes). However, in almost all application areas of IoT, we face
security and privacy issues, which require solutions developed for or adapted to the special
characteristics of IoT systems. In particular, security and privacy mechanisms should take
into account the resource limitations of embedded devices and they should not rely on spe-
cial hardware that would significantly increase the development cost of IoT applications.
This leads to interesting challenges for managing cryptographic keys on IoT devices.

In many applications, IoT devices are managed remotely by system operators. Such re-
mote management requires secure remote access to the devices, which in turn, requires the
devices to store and use long-term cryptographic keys. For instance, the operator usually
needs to authenticate the device before uploading configuration data or software updates
on it, which may require the device to use a long-term, devices specific private key. How-
ever, as IoT devices are connected to the Internet, they may be compromised by malicious
actors (aka attackers). If an attacker can obtain the long-term key of a compromised de-
vice, (s)he can impersonate and clone that device, which is undesirable. Hence, there is
a need to protect long-term cryptographic keys on IoT devices such that a key remains
inaccessible to the attacker even if the device itself is compromised.

A possible solution to the problem above would be to store cryptographic keys on
IoT devices in secure co-processors, such as a TPM chip1, that would never output a key,
but only use it internally in cryptographic operations. However, requiring an additional
co-processor on every IoT device would be too expensive in most cases.

In this work, we propose a more cost efficient approach: we ensure protection of cryp-
tographic keys by using a Trusted Execution Environment (TEE), which is mostly based on
software with some minimal hardware support, and which is supported on many embed-
ded platforms used in IoT applications. For instance, many embedded devices use ARM
processors that feature the ARM TrustZone technology2, which enables the establishment

1https://trustedcomputinggroup.org/resource/tpm-library-specification/
(last accessed: October 3, 2020)

2https://developer.arm.com/ip-products/security-ip/trustzone (last accessed:
October 3, 2020)
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of a software based TEE and provides some hardware based protection mechanisms to
it. TEEs usually implement a persistent secure storage service (see, e.g., the TEE speci-
fications3 of GlobalPlatform, a non-profit industry association aiming at enabling digital
services and devices to be trusted and securely managed throughout their lifecycle), which
can be used to store long-term cryptographic keys. Moreover, operations with those keys
can be performed by trusted applications running within the TEE, hence, the keys would
never leave the protected environment of the TEE.

Our approach provides similar protection to keys as a secure co-processor, but does not
actually require another processor on the device: the same processor runs a normal execu-
tion environment and a TEE, and also implements the required hardware mechanisms that
isolate these two execution environments. This isolation ensures that even if the normal
execution environment is compromised, the attacker would not be able to obtain the keys
stored and used within the TEE.

Figure 1: Architecture of our TEE-based key management solution. Grey
boxes represent components that we developed or modified.

The architecture of our solution is illustrated in Figure 1. The basic idea is that any
application (e.g., a web server that provides a remote configuration possibility for the
operator of the device) that runs in the normal execution environment can be compiled with
a cryptographic library that we modified such that private key cryptographic operations
are delegated to a trusted key management service running in the TEE. The trusted key
management service is compiled with the original cryptographic library, and it calls this
library to execute the requested operation. The private key is stored in the secure storage
of the TEE. This key could be generated by the operator off-line and loaded in the secure
storage in a controlled way with the help of a key management client, or the key can
actually be generated and stored in secure storage by the trusted key management service
itself, in which case it would output the corresponding public key to the key management
client such that it can be made available to applications running outside of the TEE. In

3https://globalplatform.org/specs-library/?filter-committee=tee (last ac-
cessed: October 3, 2020)
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both cases, a handle to the private key would be output from the trusted key management
service that can be used by applications in the normal execution environment to refer to
the private key when calling operations with it in the cryptographic library. The handle is
passed to the trusted key management service when the operation is delegated, and it is
used to retrieve the key from the secure storage. The key is then passed to the cryptographic
library that actually performs the requested cryptographic operation. Finally, the trusted
key management service passes the result of the operation back to the calling application.

In the full paper, we explain in more details our proposed architecture and the way it
supports delegating private key cryptographic operations to the trusted key management
service running in the TEE. In particular, we describe the API provided by the trusted key
management service through which keys can be loaded or generated in the TEE, and sign-
ing and decryption operations can be delegated from the normal execution environment.
We also provide a security analysis of our solution, and we report about its prototype
implementation using mbedTLS4 as the cryptographic library and OP-TEE5 as the TEE
implementation.

Acknowledgements. The presented work was carried out within the SETIT Project (2018-
1.2.1-NKP-2018-00004), which has been implemented with the support provided from
the National Research, Development and Innovation Fund of Hungary, financed under the
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4https://tls.mbed.org/ (last accessed: October 3, 2020)
5https://www.op-tee.org/ (last accessed: October 3, 2020)

208

https://tls.mbed.org/
https://www.op-tee.org/

	Ashraf ALDabbas, Zoltán Gál: Deep Learning-Based Approach for Detecting Cassini-Huygens Spacecraft Trajectory Modifications
	Alexandru Alexan, Anca Alexan, Oniga Stefan: Smartwatch activity recognition using ML.net framework
	Anca Alexan, Alexandru Alexan, Stefan Oniga: Multi-Resident location detecting in Smart Home
	Salah Al-Deen Almousa, Miklós Telek: Enhanced heuristic optimization of high order concentrated matrix-exponential distributions
	Ágnes Backhausz, Edit Bognár, Bence Rozner: Preferential attachment random graphs with multiple type elements
	Attila Bagossy, Péter Battyányi: An encoding of the -calculus into the calculus of String Multiset Rewriting
	Sándor Baran, Mária Lakatos: Comparison of multivariate ensemble post-processing methods
	Sándor Baran, Patrícia Szokol, Marianna Szabó: Truncated generalized extreme value distribution based ensemble model output statistics model for probabilistic wind speed forecasting
	Péter Baranyai: Radical digitization through 3D environments - Experiences in the MaxWhere 3D VR platform
	Norbert Bátfai, Máté Szabó: Possible neural models to support the design of Prime Convo Assistant
	Norbert Bátfai, Tünde Tutor, Zoltán Bartha, András Czanik: Red Flower Hell: a Minecraft MALMÖ Challenge to Support Introductory Programming Courses
	Borbála Berki, Anna Sudár: Measuring spatial orientation skills in MaxWhere
	István Károly Boda, Erzsébet Tóth: English language learning by visualizing the literary content of a knowledge base in the three-dimensional space
	Andrea Bodonyi, Gyozo Kurucz, Gábor Holló, Roland Kunkli: Implementing a Barycentric Coordinates-based Visualization Framework for Movement of Microscopic Organisms 
	Gergo Bogacsovics, András Hajdu, Róbert Lakatos, Marcell Beregi-Kovács, Attila Tiba, Henrietta Tomán: Replacing the SIR epidemic model with a neural network and training it further to increase prediction accuracy
	László Bognár, Antal Joós, Bálint Nagy: Time Evolution Model for Classifying Files in Antivirus Testing Procedures
	Imre Bordán, Imre Varga: Genealogical networks: a case study from the perspective of network science
	Mailiu Díaz, Orietta Nicolis, Julio César Marín, Sándor Baran: Post-processing methods for calibrating the wind speed forecasts in central regions of Chile
	Dmitry Efrosinin, Irina Kochetkova, Natalia Stepanova, Alexey Yarovslavtsev, Konstantin Samouylov, Riccardo Valentini: Trees classification based on Fourier coefficients of the sapflow density flux
	Bence Dániel Eros, Roland Kunkli: A WebGL-based virtual puzzle game for spatial skill development purposes
	István Fazekas, Attila Barta: Theoretical and simulation results for a multi-type network evolution model
	István Fazekas, Attila Barta, László Fórián: Ensemble noisy label detection on MNIST
	Zoltán Gál, Péter Polgár, Róbert Tornai, Tibor Tajti, Gergely Kocsis: Wavelet and recurrent neural network-based performance analysis of fast connectionless data transfers 
	András Gazdag, Csongor Ferenczi, Levente Buttyán: Development of a Man-in-the-Middle Attack Device for the CAN Bus
	Khawaja MoyeezUllah Ghori, Muhammad Awais, Akmal Saeed Khattak, Muhammad Imran, Rabeeh Ayaz Abbasi, László Szathmáry: A Review on Latest Trends in Non-Technical Loss Detection
	Attila Gilányi, Anna Rácz, Anna Mária Bólya, János Décsei, Katarzyna Chmielewska: Virtual spaces connected to the first National Theater of Hungary
	Péter György, Tamás Holczer: Attacking the IEC 60870-5-104 protocol
	Hayder Raheem Hashim, Alexandra Molnár, Szabolcs Tengely: Cryptanalysis of ITRU
	Clemens Heuberger: Digit Expansions for Efficient Group Operations
	Ildikó Horváth: The unique potential of virtual reality in enhancing the ways in which humans communicate through communications technologies 
	Andrea Huszti, Norbert Oláh: A Provably Secure Authentication for Smart Homes
	Márton Ispány, Norbert Bátfai, Renátó Besenczi, Péter Jeszenszky, and Máté Szabó: Simulation of traffic flow using Markov models
	Tamás Kádek, Tamás Mihálydeák: Dealing with Uncertainty: a Rough-Set-Based Approach with the Background of Classical Logic
	Ashraf Kasem, Ahmad Reda, József Vásárhelyi, Ahmed Bouzid: FPGA-based Intelligent Solutions for Autonomous Vehicles: A Short Survey
	Simret Kidane, Márton Kovács, Máté Papp, Tamás Turányi, László Pál: Testing various numerical methods for the efficient optimization of detailed chemical reaction mechanisms
	Gergely Kocsis, Máté Csongor Széll: A case study of using DiNA - Directed Network Analyzer
	Júlia Komjáthy, John Lapinskas, Johannes Lengler, Ulysse Schaller: Shape of epidemic curves in spatial scale free network models 
	Mohamed Amine Korteby, Zoltán Gál, Péter Polgár: Multi-Dimensional Analysis of Sensor Communication Processes
	Gergely Kovásznai, Krisztián Gajdár, Nina Narodytska: Portfolio Solver for Verifying Binarized Neural Networks
	Kinga Kruppa, Roland Kunkli, Miklós Hoffmann: A study on the intersections of the envelope of RE curves in skinning
	Attila Kuki, Tamás Bérczes, Ádám Tóth, János Sztrik: A contribution to scheduling of cluster networks with finite-source
	Dávid Kupás, Balázs Harangi: Deep learning-based cell classification in case of unbalanced dataset
	Gábor Kusper, Csaba Biró, Attila Adamkó, Imre Baják: Introducing w-Horn and z-Horn: A Generalization of Horn and q-Horn Formulae
	Oktavian Lantang, György Terdik, András Hajdu, Attila Tiba: Investigation of the efficiency of an interconnected convolutional neural network by classifying medical images
	Thomas Fiskeseth Larsen, Ilona Heldal, Harald Soleim, Atle Geitung, Remy Monsen: Virtual Reality Games for Low Back Pain Patients with Fear of Movements
	Zhanna Lopuliak, Hanna Livinska: On an approach for clustering social media data
	Tamás Majoros, Stefan Oniga, Yu Xie: Motor Imagery EEG Classification using Feedforward Neural Network
	Dávid Nagy, Tamás Mihálydeák: Comparison of Similarity-based Rough Sets and Covering Approximation Spaces on Real Data
	Hamza Nemouchi, Mohamed Hedi Zeghouani, János Sztrik: The impact of server reliability on the characteristics of cognitive radio systems
	Róbert István Oniga: Classifying Raman spectroscopy data using machine learning algorithms for diagnosing infection with SARS-COV-2
	Krisztián Palanek, Gergely Kovásznai: Adding Cardinality Constraint Support to CryptoMiniSat
	Bettina Porvázsnyik: A continuous-time random graph model
	Christopher Rieser, Peter Filzmoser: Compositional Trend Filtering
	Tibor Roskó, Gyöngyi Bujdosó, Cornelia Mihaela Novac: Cybersecurity in virtual reality: a service for developing and deepening students’ cyber responsibility
	Krisztián Schäffer, Csaba István Sidló: Exploiting the structure of communication in actor systems
	Roman Schefzik: Simulating differential distributions in Beta-Poisson models, in particular for single-cell RNA sequencing data
	Shinnosuke Seki: Single Stranded Architectures for Computing
	Anna Sudár, Borbála Berki: Proposing a complex cognitive desktop virtual reality test
	Máté Szabó: Machine Learning on Android with Oracle Tribuo, SMILE and Weka
	Szabolcs Szilágyi, Imre Bordán: Throughput Performance Measurement of the MPT-GRE Multipath Technology in Emulated WAN Environment
	János Sztrik, Ádám Tóth: A Survey of Recent Results in Finite-Source Retrial Queues with Collisions and Impatient Customers in the Orbit
	Judit Tamás, Zsolt Tóth: Tuning of Category Hierarchy Enhanced Classification-based Indoor Positioning 
	Robert Tornai, Péter Fürjes-Benke: Compute Shader in Image Processing Development
	Robert Tornai, Dalma Kiss-Imre, Zoltán Gál: CRC Check in a High-Speed - Connectionless File Transfer System
	Robert Tornai, Dalma Kiss-Imre, Zoltán Gál: Encryption in a High-Speed - Connectionless File Transfer System
	Ádám Tóth, János Sztrik: Performance analysis of two-way communication retrial queueing systems with non-reliable server and impatient customers in the orbit
	Gabriella Tóth, Máté Tejfel: Error detection and analysis of P4 programs
	Réka Trencsényi, László Czap: A possible optimisation procedure for US and MRI tongue contours
	Mátyás Varga, Bence Soltész, Norbert Fiedler, Anikó Apró, Balázs Borsos, Gábor Kiss, Zoltán A. Godó: Neuron network model in the study of Smart City ideas 
	Ádám Vécsi, Attila Petho: A secure electronic exam system using Identity-based Cryptography
	György Vereb, Attila Bagossy: Platform-independent microbenchmarking in C
	Márta Virágos: Open Data, FAIR Data, Aspects of Research Data Management
	Yu Xie, Stefan Oniga: Comparison of EEG data processing using feedforward and convolutional neural network
	Zijian Gyozo Yang, Ádám Agócs, Gábor Kusper, Tamás Váradi: Automatic Text Summarization for Hungarian
	Salam Zayer, Marwah Muneer Al-bayati, György Györök, Ahmed Bouzid: N-bit per Volt ADC implemented on FPGA and FPAA: Design of the Front End
	Gergo Zilizi, Anett Rácz: Examination of viability and utilization of eye tracking in mobile VR applications, analysis of mobile VR trends
	Máté Zombor, Dorottya Papp, Levente Buttyán: TEE-Based Protection of Cryptographic Keys on Embedded IoT Devices

