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Tensorflow
import tensorflow as tf

@ szoftverkonyvtar neurdlis halézatokhoz
@ a Google Brain csapata hozta létre, open-source (2015 nov. éta)
@ hasonlé szoftverek: Caffe (UC Berkeley), Theano (Université de
Montréal)
o segitségével a szamitasok eloszthatéak CPU-kon, GPU-kon,
kiilonbozd eszkozokon
@ szamitdsok vizualizicidja: TensorBoard haszndlataval
Data flow graphs:
© graf csomdpontja: matematikai miiveletek
@ graf élei: adattombok (tenzorok)
@ C++ backend, ezzel valé kapcsolat: ,,Session”-6n keresztiil
A Tensorflow kilonvalasztja a szamitdsok definidlasat a
végrehajtasuktdl!
© . graph” megkonstrudldsa (TF latja, mit kell Pythonon kiviil csindlni)
@ . launch the graph in a session” (lefuttatjuk a graph-ot)
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Tenzorok

~tensor” = multidimenziés adattomb

@ 0D: szdm, 1D: vektor, 2D: matrix,

@ tombok definidldsa: tf.constant paranccsal
Epfts'dnk egy graph-ot!

@ matrixl = tf.constant([[2.],[2.]]) # 2x1-es matrix

@ matrix2 = tf.constant([[3.,3,3]]) # 1x3-as matrix

@ szorzat = tf.matmul (matrixl, matrix2) # matrixszorzas
@ print(szorzat) # mit kapunk?

Futtassuk le a graph-ot egy session-ben!
@ sess = tf.Session() # Session: kornyezet, ahol
#az operatorokat végrehajtjuk, tenzorokat kiértékeljiik
@ eredmeny = sess.run(szorzat)

print (eredmeny) # eredmény: numpy ndarray formatumdu
sess.close() # lezarjuk a munkamenetet
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Vizualizacié TensorBoardban

tensorboard --logdir=’/your/path/here’
tensorboard --logdir=training:C:/Users/.../graphs

import tensorflow as tf
a = tf.constant(2)

b = tf.constant(3)

x = tf.add(a,b)

with tf.Session() as sess:

# graph definidldsa: session futtatdsa eldtt
writer = tf.summary.FileWriter(’./graphs’, sess.graph)
print(sess.run(x))

writer.close()

Megkonnyitjiik a helyzetiinket, ha mi nevezziik el a valtozdkat:
a = tf.constant(2,name="a")

b = tf.constant(3,name="b")

x = tf.add(a,b,name="o0sszeg')
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tf.constant mdshogy

a = tf.zeros([2, 3], tf.int32) # nulldkkal kitoltés

input = tf.constant([[0, 1], [2, 3]])
b = tf.zeros_like(input)

c =tffill([2, 3], 8)  # szémmal kitdltés

d = tf.linspace(10.0, 13.0, 4) # szamok egyenld tdvolsigra
e = tf.range(5)

f = tf.random_normal([2, 3]) # véletlen szamok normilis eloszlasbdl
with tf.Session() as sess:
print(sess.run(a))
print(sess.run(b))
print(sess.run(c))
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tf.Variable — a tanitandd valtozok

a = tf.Variable(2, name="scalar") # szam
b = tf.Variable([2, 3], name="vector") # vektor

c = tf.Variable([[0, 1], [2, 3]], name="matrix") # matrix
d = tf.Variable(tf.ones([2, 3])) # matrix egyesekkel kitoltve

# a valtozdkat inicializalni kell haszndlat el6tt!

init = tf.global_variables_initializer() ~# az Osszes valtozé inicializaldsa

with tf.Session() as sess:
sess.run(init)

init_ab = tf.variables_initializer([a, b]) # néhdny valtozé inicializdldsa

with tf.Session() as sess:
sess.run(init_ab)

with tf.Session() as sess: # egy valtozé inicializalasa
sess.run(d.initializer)
print(d) # ez még nem az érték
print(d.eval()) # ez igen, ugyanaz mint: print(sess.run(d))

v,
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Session jellegzetességei

a = tf.Variable(10)
a.assign(100) # assign: hozzarendelés
with tf.Session() as sess:
sess.run(a.initializer)
print(a.eval())
10 maradt az értéke, mert az assign-t is le kell futtatni a sessionben!

a = tf.Variable(10)
a2 = a.assign(100)
with tf.Session() as sess:
# sess.run(a.initializer)
# ez a sor feleslegessé valik, mert az assign inicializdlja a valtozét
sess.run(a2)
print(a.eval())
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Session jellegzetességei 2.

Minden session fenntartja a sajat valtozatdt a valtozébdl!
a = tf.Variable(10)

sessl = tf.Session()
sess2 = tf.Session()

sessl.run(a.initializer)
sess2.run(a.initializer)

print(sessl.run(a.assign_add(10)))
print(sess2.run(a.assign_sub(2)))

print(sessl.run(a.assign_add(100)))
print(sess2.run(a.assign_sub(50)))

sessl.close()
sess2.close()
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tf.placeholder — a még ismeretlen adat
O létrehozzuk a graphot
@ egy sessionben lefuttatjuk a graph operacidit
OSszerakhatjuk a graphot dgy, hogy még nem tudjuk az értékeket!

a = tf.placeholder(tf.float32, shape=[3]) # placeholder, 3 elemii vektor
b = tf.constant([5, 5, 5], tf.float32) # ugyanolyan alakd konstans
c=a+b
with tf.Session() as sess:
# print(sess.run(c)) # ez igy hibat dob, hidnyzik az érték
print(sess.run(c, feed_dict={a: [1, 2, 3]})) # ,meg kell etetni” az a-t

v

a = tf.placeholder(tf.float32)
b = tf.constant(10.0)
c=a+b
list = [1, 2, 3] # tobb értékkel is megetethetjiik a placeholdert
with tf.Session() as sess:

for values in list:

print(sess.run(c, feed_dict={a: values}))
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Altaldnos struktira modellépitéshez

Graph osszerakasa
© Adatok beolvasdsa (placeholderek az inputok és outputok szdmdra)
@ Siilyok definidldsa (variables)
© Modell definialasa
@ Veszteségfiiggvény definidldsa
© Optimalizalé fuggvény definialdsa

Szadmitas
© Session |étrehozasa
@ Valtozodk inicializalasa
© Tanitas (ez lefuttatja a becslést, kiszdmitja a gradienseket és megteszi
a sziikséges véltoztatasokat a hiba minimalizalasahoz)

@ Sziikséges értékek lekérdezése
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Optimalizalé eljarasok:
https://www.tensorflow.org/api_guides/python/train#optimizers
Rétegek:

https://www.tensorflow.org/api_docs/python/tf/layers
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