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Feladatok

@ Olvassuk be egy tombbe a
https://arato.inf.unideb.hu/baran.agnes/NH2017/elemek. txt
cimen taldlhaté adatallomanyt!

Erre egy lehetdség:
import urllib.request
url=’...° # ide kell a fenti link
points = np.loadtxt(urllib.request.urlopen(url))

@ Vizsgiljuk meg az adathalmazunk felépitését!
1-esekkel és -1-esekkel felcimkézett sikbeli pontok szerepelnek benne.
Hany 1-es és hany -1-es jelzés(i pontunk van?

© Abrazoljuk egy kozos koordindta-rendszerben kilonbozé szinnel az
1-es, valamint a -1-es cimkével rendelkezé pontokat.

Perceptronnal kettévalasztjuk a 2 ponthalmazt.
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A perceptron algoritmus — adatel6készités

import numpy as np
import urllib.request
import matplotlib.pyplot as plt

url="https://arato.inf.unideb.hu/baran.agnes/NH2017/elemek.txt’
points = np.loadtxt(urllib.request.urlopen(url))
# vagy points=np.loadtxt(’elemek.txt’)

A=points[points[:,2]==1,:2] # l-esekkel cimkézett pontok
B=points[points[:,2]==-1,:2] # -1-esekkel cimkézett pontok
print (A.shape,B.shape) # Hany pontunk van?

Abrazol3s:
plt.plot(A[:,0],A[:,1],’bo’)
plt.plot(B[:,0],B[:,1],°r*’)

t=np.arange(-7.5,12.5,0.1) # egyenes abrizoldshoz
plt.plot(t,-2*t+10,°g’) # egy minta egyenes behlizasa
plt.show()
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A perceptron algoritmus

eta = 1 # learning rate, tanuldsi paraméter, korrekcids tényez6
R2=np.max(points[:,0]**2+points[:,1]**2) # max norma”2
w = np.zeros((2,1)) # 0 kezddslyok

b=0 # 0 kezdotorzitas
k=0 # szamlaldé a korrekcids |épésekhez
x=points[:,:2] # input tomb
y=points[:,2] # ismert outputok
while True:
corr=0
for i in range(400): # Osszes tanitépont

if y[i]*(np.dot(x[i,].reshape(1,2),w)+b)<=0:
w=(w.T+etaxy[i]*x[1,]).T
b=b+etaxy[i]*(R2)
k+=1
corr=1

if corr==0:
break
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A perceptron algoritmus — az eredmény abrazoldsa

print (k) # hdnyszor tortént korrekcié?
print (w) # kapott sulyvektor
print (b) # kapott torzitas

Mi a kapott elvalaszté egyenes egyenlete?

wixi1 + woxo + b =0

t = np.arange(-7.5,16.5, 0.2) # szeparald egyenes abrazoldshoz
plt.plot(A[:,0],A[:,1],’bo’)

plt.plot(B[:,0],B[:,1],%r*’)
plt.plot(t,-w[0,]/wl1,]*t-b/w[1,],’g’)

plt.show()
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A perceptron algoritmus vizsgalata

@ Vizsgaljuk meg, hogyan fligg a sziikséges korrekcids |épések szama a
tanuldsi paramétertol!

@ Mi torténik, ha kozelebb hozzuk egymdshoz a két halmazt?
Pl. legyen B=B+ 1, B= B+ 2, stbh.

© Moddositsuk Ugy az algoritmust, hogy az iterdcidk szama egy
maximalis érték legyen!

Q Abrézoljuk grafikonon, hogy hogyan alakul a hiba az epochok
fuggvényében!
Ehhez készitsiink egy tires NumPy vektort:
errors =np.empty(0)
majd minden epoch utdn fiizziik hozza a vektorhoz (példaul az
np.append paranccsal) az aktudlis négyzetes hibat, ami

400
> "(valédi output — halézat ltali output)?.
i=1

Abrazoljuk az eljdrds végén kapott errors vektort!
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A XOR probléma

Prébéljuk meg perceptronnal megoldani a XOR problémat, azaz
e tekintsiik a (0,0), (0,1), (1,0) és (1,1) pontokat,

@ a pontok cimkéje legyen a XOR logikai fiiggvény altal hozzajuk
rendelt érték (0 vagy 1) dtkonvertdlva -1-re illetve 1-re,

@ alkalmazzuk ezekre a pontokra a mult éran haszndlt perceptron
algoritmust.

http://playground.tensorflow.org
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MLP — Tobbrétegli perceptron

A SciKit Learn csomag beépitett MLPClassifier parancsat fogjuk hasznalni.
from sklearn.neural network import MLPClassifier

A fliggvény dokumentidcidja:
http://scikit-learn.org/stable/modules/generated/sklearn.
neural_network.MLPClassifier.html#sklearn.neural_network.
MLPClassifier

Ehhez tekintsiik a Holdak.ipynb fajlban szereplé adathalmazt!

Feladat:

I,rjunk egy moons nevil figgvényt, amely adott n, r, w, t esetén visszaad
egy tombot, amely tartalmazza a 2 hold koordindtait és 1-es illetve 0-s
cimkéket!

(Ehhez jél johetnek az np.vstack, np.hstack, np.concatenate parancsok!)
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MLP — Regresszié

Kozelitsiik az f(x) = x® — x fiiggvényt a [—2, 3] intervallumon!
A SciKit Learn csomag beépitett MLPRegressor parancsat fogjuk
hasznalni.

from sklearn.neural network import MLPRegressor

A fliggvény dokumentidcidja:
http://scikit-learn.org/stable/modules/generated/sklearn.
neural_network.MLPRegressor.html

Prébaéljuk ki az un. grid search médszert is!

A grid search alkalmas arra, hogy tobb paraméterkombinaciéval kiprébaljuk
a halézatunkat, és a legalkalmasabb paramétereket vélasszuk. Ehhez a
SciKit Learn csomag beépitett GridSearchCV parancsét fogjuk hasznalni.

from sklearn.grid_search import GridSearchCV

A fiiggvény dokumentiacidja:
http://scikit-learn.org/stable/modules/generated/sklearn.
model_selection.GridSearchCV.html
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Regresszié — Boston dataset

@ Boston starter kéd

@ Hasznéljuk az MLPRegressor parancsot!

@ Tanité- és teszthalmazra bontas:
from sklearn.model_selection import train test_split
X_train, X_test, y_train, y_test = train_test_split(X, y,
test_size=0.1)

Ez a dataset az UCl oldalan is megtaldlhatd:
https://archive.ics.uci.edu/ml/machine-learning-databases/
housing/housing.data

CSV beolvasasa:

import pandas as pd

data = pd.read csv(’wine.txt’,delimiter=’,’)

A wine.txt fajlt lementhetjik az alabbi linkrol:
http://archive.ics.uci.edu/ml/machine-learning-databases/
wine/wine.data

Perceptron és MLP 2017/18 8sz 10 / 10


https://archive.ics.uci.edu/ml/machine-learning-databases/housing/housing.data
https://archive.ics.uci.edu/ml/machine-learning-databases/housing/housing.data
http://archive.ics.uci.edu/ml/machine-learning-databases/wine/wine.data
http://archive.ics.uci.edu/ml/machine-learning-databases/wine/wine.data

